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Abstract

Flash caches are used to reduce peak backend load for throughput-
constrained data center services, reducing the total number of backend servers
required. Bulk storage systems are a large-scale example; backed by high-
capacity but low-throughput hard disks, they use flash caches to provide a
cost-effective storage layer underlying everything from blobstores to data
warehouses.

However, flash caches must address flash’s limited write endurance by
limiting the number of flash writes to avoid premature wear-out. Thus, most
flash caches rely on admission policies to filter cache insertions and maximize
the workload-reduction value of each write.

This dissertation evaluates and demonstrates potential uses of ML in place
of traditional heuristic cache management policies for flash caches in bulk
storage systems. The most successful elements of my research are embodied in
a flash cache system called Baleen, which uses coordinated ML admission and
prefetching to reduce peak backend load. After learning painful lessons with
early ML policy attempts, I exploit a new cache residency model (episodes) to
guide model training. I focus on optimizing an end-to-end metric (Disk-head
Time) that measures backend load more accurately than IO miss rate or byte
miss rate. Evaluation using 7-day Meta traces from 7 storage clusters shows
that Baleen reduces Peak Disk-head Time (and hence backend hard disks
required) by 12% over state-of-the-art policies for a fixed flash write rate
constraint.

I present a TCO (total cost of ownership) formula quantifying the costs of
additional flash writes against reductions in Peak Disk-head Time in terms of
flash drives and hard disks needed. Baleen-TCO chooses optimal flash write
rates and reduces estimated TCO by 17%.

Workloads change over time, requiring that caches adapt to maintain
performance. I present a strategy for peak load reduction that adapts selectivity
to load levels. I also evaluated workload drift and its impact on ML policy
performance on 30-day Meta traces.

Baleen is the result of substantial exploration and experimentation with ML
for caching. I present lessons learned from additional strategies considered
and explain why they saw limited success on our workloads. These include
enhancements for ML-based eviction, more complex ML models, and opti-
mizing the use of DRAM in hybrid caches. I also present lessons from ML
production deployments.

Code and traces are available via https://www.pdl.cmu.edu/CILES/. These
include our 7-day traces which were the most extensive public collection of
traces from a production bulk storage system at the time of writing.
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Chapter 1

Introduction

Flash has become an integral part of storage systems, as it offers IO performance orders of
magnitude more than hard disks (HDDs) while offering storage densities orders of magnitude
greater than dynamic random-access memory (DRAM) for the same cost. Hyperscalars have
consolidated their storage needs into bulk storage systems that are backed by HDDs (due to their
low cost per GB) and fronted by flash caches that absorb demand and compensate for HDDs’ low
IOPS and bandwidth capacity. However, flash has one major weakness distinguishing it from
other storage media: its low write endurance. Any flash caching policy must be designed with this
in mind to avoid premature flash wear-out. We define the flash caching problem as determining
which times to fetch, admit and evict items to minimize backend load given a flash write rate limit.

Bulk storage systems are provisioned according to peak demand for Disk-head Time. If the
system has insufficient IO capacity, requests queue up and slowdowns occur. If sustained, clients
retry requests and failures occur. Thus, bulk storage IO requirements are defined by peak load,
which in turn affects total storage cost.

Replacing heuristics with machine learning (ML) in cache management policies is appealing
as it offers the opportunity to tailor strategies to the workload and incorporate offline insights
into online decisions in a scalable manner. However, applying ML to caching has been difficult
since: 1) caching does not map well to problems in other fields such as computer vision or natural
language processing that are well-solved by supervised learning, and 2) the nature of caching
(in terms of the delayed rewards and how each decision affects subsequent decisions) makes it
challenging for reinforcement learning [6, 36, 42, 49, 51, 98]. Furthermore, systems practitioners
prioritize understanding the decisions made by ML policies and their failure modes; ML policies
need to be introspectable, not just performant [96].

In this thesis, we propose an approach for applying ML to flash caching and gather evidence in
support of this statement:

Thesis statement: ML flash caching policies can reduce total cost in bulk storage systems, but
in order to outperform heuristics in well-tuned production systems, they must have a flexible and
principled design that can adapt to diverse workloads.

1
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1.1 The case for ML in flash caching
Large-scale storage continues to be predominantly done with hard disks (HDDs), which provide
much more cost-effective storage than flash. However, HDDs have low throughput, and each can
generally only perform about 100 IOs per second (IOPS). Modern storage systems rely heavily on
flash caches to absorb a substantial fraction of requests and thereby reduce the number of disks
needed to satisfy the IO workload.

Although a functional cache can be realized using traditional approaches, which assume items
can be admitted to the cache arbitrarily, it is important to consider the differing natures of HDDs
and flash SSDs. In particular, the IOPS and bandwidth of HDDs has not kept up with increases in
their capacity, making disk time a key goal of flash caching more than average IO latency. Flash,
on the other hand, provides orders of magnitude higher IOPS, but it wears out as it is written. As a
result, expected SSD lifetime projections assume relatively low average write rate limits, such as
“three drive-writes per day”, meaning 3N TB of writes to a N TB SSD each day. Manufacturers
offer SSDs with even lower endurance (e.g., 1 drive write per day) with correspondingly lower
prices. All of this translates to a need for smart admission policies to decide which items get
written into cache [5, 21]. Eviction policies cannot substitute for admission policies, since the
cost of writes is experienced at admission time, even if the item is immediately evicted afterwards.
Popular policies have included random admission and history-based policies that reject items
without sufficient recent usage.

Machine learning (ML) policies for flash cache admission have been proposed as a solution for
avoiding excessive flash writes. However, caching does not easily map to well-trodden problems in
computer vision or natural language processing. In particular, a policy’s decision is often affected
by its past decisions, and can have synergistic or antagonistic effects on other parts of the system.
While in theory this can be addressed with end-to-end and reinforcement learning techniques, in
practice, such models require large amounts of human capital and computing resources, and do
not necessarily outperform a typical well-tuned production system [6, 36, 42, 49, 51, 98].

Making ML policies introspectable is key to their adoption by systems practitioners [96].
While accurate models are desirable, success also hinges on the correct decisions being posed
to the models. How one uses ML is key: how to generate training examples from traces, how
to arrive at optimal decisions for ML to learn from, which subproblems ML should be applied
to, and how to optimize end-to-end systems performance without sacrificing introspectability,
debuggability, and efficiency.

1.2 Baleen: ML for admission and prefetching that optimizes
peak HDD load and storage TCO (HDDs+cache)

In this dissertation, we evaluated different areas of cache management in which ML could be
applied where there would traditionally be heuristics in a flash cache serving a bulk storage system.
We composed the most successful elements of our research, including ML admission and ML
prefetching, and embodied them in a flash cache called Baleen.

In Baleen, we decompose the flash caching problem into admission, prefetching, and eviction

2
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(§2.4). This helped us align policy decisions to well-understood and efficient ML techniques
for supervised learning. We do, however, want to co-design these different components to reap
the full benefits. One may depend on the other to be effective, as we found to be true for ML
prefetching and ML admission.

Baleen explores ML policies for flash caches in bulk storage systems. We introduce a new
analytic approach for access pattern analysis, based on a cache residency model we call episodes
(§4.2), which groups accesses that correspond to an item’s cache residency if admitted. Our
approach provides a more complete view of end-to-end flash caching policy performance, and
enables us to efficiently model policy behavior under multiple constraints. This is especially
useful for flash caches given that the resource burden of an admission is dominated by its flash
writes, which is the same whether the item is admitted at the start or end of the episode. From
our approach, we develop OPT (4.3), an episode-based approximation of optimal admission and
train ML admission policies to imitate OPT. We benchmark them against OPT and other baseline
admission policies on seven recent real-world storage cluster traces collected over 3 years.
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Figure 1.1: Baleen-TCO reduces (estimated) TCO by 17% and peak load by 16% over the best
baseline on 7 Meta traces by choosing the optimal flash write rate. IO and byte miss rates were
reduced by 14% and 2%. For the default flash write rate, Baleen reduces peak load by 12% over
the best baseline.

Baleen is our resulting ML-guided Flash cache policy. We evaluate it by its savings in Peak
Disk-head Time (§4.1), a measure of peak backend load, and we found that a combination of
ML-guided admission and ML-guided prefetching provides the largest improvement. In deploying
ML, we learned that determining the right optimization metric is not an easy task; an earlier
version of Baleen improved IO hit ratio but had worse end-to-end performance (disk-head time).
Optimizing for the right metric in the ML policy improved both introspectability and system
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performance. We also developed a variant Baleen-TCO, which chooses the optimal flash write rate
to optimize our estimate of the total cost of ownership (TCO). This also results in improvements
to traditional metrics, reducing IO miss rate by 14% and byte miss rate by 2%.

1.3 Optimizing for peak load, workload drift and other ML
caching explorations

Changes in the request distribution over time pose two challenges to ensuring the continued
performance of admission policies. First, demand changes over shorter time scales (hours, days,
weeks) that give rise to peaks in backend load. Second, workload drift over longer time scales
(months, years) that cause model performance to regress over time. We describe strategies
to optimize Peak Disk-head Time by choosing the right static parameters, and more advanced
strategies for doing by adaptively varying the admission policy selectivity threshold. We perform
the first (to the best of our knowledge) analysis of drift in a production caching system, showing
how policy performance is affected over time if a model is not retrained.

Caching is an age-old problem, and yet the problem of predicting what will be accessed in
the future remains a difficult one to solve. Part of the difficulty is that there are many possible
ways in which to approach the problem and that the tractability of caching solutions is dependent
on the workload. We evaluated numerous other solutions, such as attempts to improve ML
eviction policies, ML for DRAM placement, more advanced models, segment-aware prefetching,
prefetching on PUT, and explain why they did not work for our workloads. In exploring the
space for improvement, quantifying the room for possible improvement is also important and we
sought to break down the gap between Baleen and OPT and attribute Baleen’s benefit over existing
policies.

1.4 Contributions

We propose and evaluate a principled design for ML flash caching to reduce peak backend load
(and thus storage costs), consisting of:

1. Analytical models to present the right decision options to ML (§4) We propose the
episodes model (§4.2) as a new cache residency model that uses offline information to guide
the development and training of ML models. This model simplifies the decision space into
decisions on episodes, to the benefit of both humans (increasing introspectability) and ML.

2. Oracle policies for ML to imitate We propose OPT (§4.3), an episode-based approximation
of optimal admission, and OPT-Range (§4.4), an episode-based approximation of optimal
prefetching. This allows us to apply well-understood supervised learning techniques and to
understand when performance is limited by ML performance versus other factors.

3. Metrics and simulators that accurately assess the impact of ML on systems performance
We propose Peak Disk-head Time (§4.1) as an end-to-end metric for ML model design,
training and evaluation. We show it can be successfully used as an optimization goal during
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training and that it matches up with systems metrics (disk utilization) collected in production
(§3.4).

4. TCO (HDDs+cache) formula for flash caching systems (§6) In flash caching, the reduction
in backend load (Peak Disk-head Time), and thus the number of HDDs needed, must be
balanced against the number of flash writes which is a cost factor due to additional SSDs
required. We derive a TCO (total cost of operation) formula using public data that allows
configurations with different flash write rates to be compared. We also extend our system to
pick the best target flash write rate for each workload in order to minimize this cost metric.

5. Decomposition of the flash caching problem into smaller subproblems for ML (§2.4). We
propose a heuristic decomposition of the flash caching problem into admission, prefetching,
and eviction. Breaking it down makes it easier for humans to understand the individual
components. ML solutions can be evaluated against comparable heuristics or oracle policies
for each of these subproblems. We propose that these ML solutions be co-designed and
coordinated as they can have synergistic effects on each other.

We evaluate this design through the following studies:

• Baleen: ML-driven admission and prefetching for flash caches (§5)
Baleen is a flash cache that uses coordinated ML admission and ML prefetching to reduce
backend load in bulk storage systems. After learning painful lessons from early ML policy
attempts, we exploit a new cache residency model (episodes) to guide model training, and
focus on optimizing the end-to-end metric Disk-head Time which balances IO hit rate and
byte hit rate. We also propose OPT, an episode-based approximation of optimal admission,
which we use both to train ML admission on and as a benchmark. We developed both
our BCacheSim simulator and our CacheLib testbed against production system counters.
Evaluation on Meta traces from seven storage clusters collected over three years shows
that Baleen reduces Peak Disk-head Time (and backend capacity required) by 12% over
state-of-the-art policies.

• Baleen-TCO: balancing the costs of flash writes against reductions in HDD load (§6)
We derive a TCO (total cost of operation) formula that can be used to evaluate cost reductions
from reducing Peak Disk-head Time against the cost of additional flash writes. We evaluated
an extension, Baleen-TCO, which chooses the best flash write rate for each workload
(whereas a static flash write rate target is manually set in the status quo). This additional
flexibility allows Baleen-TCO to save additional Peak Disk-head Time on some workloads
while minimizing flash writes where it is not beneficial, reducing TCO by 17% compared to
existing ML policies.

• Optimizing Peak Disk-head Time (§7) Ideally, backend capacity is provisioned to match
peak load. It thus makes sense to devote special attention to reducing peaks. We describe the
importance of optimizing peak load and show a case study that illustrates how optimizing
average load can lead to the wrong outcome. We proceeded to evaluate strategies to explicitly
optimize peak load. One such strategy was redistributing flash write rate budget from
off-peak periods to peak periods. where we varied the ML policy to be much more selective
during off-peak periods, saving 8.0% of flash writes with a reduction of 1.4% in peak load.
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• Analyzing workload drift in caching (§8) Workload drift refers to changes over time in
access patterns and the popularity of items, which can cause ML model performance to
decrease due to a mismatch between data at training and inference time. We collected
additional longer traces and show that drift is substantial and results in a decrease in ML
policy performance even over a period of 3 months. We evaluate the efficacy of the common
strategy of retraining.

• ML for eviction (§9.1) We study the third subproblem in our heuristic decomposition:
eviction policies. Existing ML eviction policies have been evaluated in the context of
DRAM caches. In contrast, the conventional policy in flash caches has been to use a simple
eviction policy (such as LRU or FIFO) in favor of having a complex admission policy.
However, given that the time between an item’s first and last access before eviction can
range from minutes to hours in a flash cache, using a simple eviction policy such as LRU
leaves significant potential savings on the table. If items could be evicted immediately
after they are last accessed, instead of waiting to leave the cache, this would result in a
potential reduction of 11% in average Disk-head Time. We evaluated policies that use
episode timespan and episode maximum interarrival time for early eviction.

• ML for DRAM placement (§9.2) Conventional wisdom in hybrid cache design is to
promote an object to DRAM when there is a hit on it in flash, and to insert DRAM evictions
into flash. We consider how DRAM might be used selectively to reduce flash writes, instead
of letting every item pass through DRAM. DRAM should be used to gain more information
on episodes the policy is unsure about, and to bypass flash entirely for episodes with a very
short timespan, or that have a scan or churn pattern.

• Cache Transformer: exploring more advanced ML models (§9.3) We rely on Gradient
Boosting Machines (GBMs) in Baleen, which are relatively simple models compared to
the range of advanced deep neural network architectures available today. We design a
Transformer-based caching model and evaluated it, showing that the GBM performs just as
well on our workloads.

• Segment-aware admission and prefetching (§9.4). We explore how more fine-grained
admission policies might further reduce DT, and describe our attempts at doing so and the
challenges in achieving those benefits.

• Prefetching on PUT (§9.6) We explore the viability of prefetching an item upon PUT, and
describe ML models we trained to do so. We show why the problem is challenging and of
limited benefit given our workloads.

• Attributing Baleen’s benefit over previous policies and breaking down the gap to OPT
(9.5) We analyze how Baleen was able to achieve better results than previous ML policies
(e.g., by introducing size awareness). We show that Baleen still has significant room for
improvement, as quantified by the gap of 16% in DT between Baleen and OPT. We attribute
some of these to late admissions, and also examine how Baleen is limited by its labels by
looking at how a Bayes Optimal classifer would do.
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1.5 Outline
The rest of this dissertation is organized as follows:

• Chapter 2 (Background) gives background on bulk storage systems in the context of modern
data centers, the flash caching problem (balancing absorption of HDD load against limited
flash write endurance), and related work.

• Chapter 3 (Experimental setup) goes over our datasets, simulator and testbed.
• Chapter 4 (Episodes & OPT: modeling flash caching and exploring savings in Disk-head

Time) introduces our episodes model for flash cache residencies, our approximation of of
optimal for flash admission (OPT) and prefetching (OPT-Range), and our analytical flash
cache model.

• Chapter 5 (Baleen: Training ML policies for flash caching) describes how we train ML
policies for flash admission and prefetching in Baleen, and validated it on production
workloads.

• Chapter 7 (Optimizing for peak load) investigates the optimization of peak load by choosing
algorithm parameters and varying admission selectivity by system load.

• Chapter 8 (Workload drift in caching) introduces the concept of workload drift and evaluates
ML performance in response to drift over months, as well as analyzing different aspects of
retraining, a common mitigation measure.

• Chapter 9 (Lessons learned from other ML-guided caching explorations) presents a number
of case studies such as ML for flash eviction, ML for DRAM placement, and Cache
Transformer.

• Chapter 10 (Conclusions, lessons learned and future directions) summarizes the contribu-
tions and lessons learned in the course of this dissertation.
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Chapter 2

Background

A cache1 is a smaller and faster storage placed in front of a larger and slower backend storage.
Over time, caching has grown to encompass not just setups with different memory speeds (CPU
cache and DRAM), but also the same memory at different locations (CDNs) and different storage
mediums (flash drives and hard disks). In this dissertation, we focus on flash caching, which has
become an integral part of bulk storage systems that are found in hyperscalar data centers in which
much of the world’s data resides.

2.1 Bulk storage systems in data centers
Tectonic is an example of a bulk storage system, which aggregates persistent storage needs in
data centers (e.g., from blobstores and data warehouses). Flash caches are used to reduce the
load on the backing HDDs and meet throughput requirements. Other systems have a similar
design [28, 58, 69].

Accesses are made to byte ranges within blocks. Blocks are mapped to a location on backing
HDDs, and subdivided into smaller units called segments that can be individually cached.
(Tectonic has 8MB blocks and 128 KB segments.) Upon an access, the cache is checked for all
segments needed to cover the request byte range. If any are missing, an IO is made to the backing
store to fetch them, at which point they can be admitted into the cache.

Each cluster has 10,000s of storage nodes independently serving requests. Each node has 378
TB in HDDs [58], 400 GB in flash cache, and 10 GB in DRAM cache (37,800:40:1). We focus on
the scope of the individual node.

2.2 Bulk storage limited by disk-head time (DT)
At scale, hard disks (HDDs) remain the choice of backing store as they are cheaper by 10X per TB
over SSDs [54]. Newer HDDs offer increased storage density, resulting in shrinking throughput

1The term cache, as used in computing, originated at the IBM Systems Journal in 1967 to replace the term "High
Speed Buffer" in papers describing the IBM System/360 Model 85 [70]. This was a year after Belady’s well-known
paper was published, in which the term cache does not actually appear [4].
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(IOPS and bandwidth) per GB as more GBs are served by the same disk head.
Disk-head time (defined in §4.1) on backing HDDs is a premium resource, especially with

workloads that are more random than sequential. The mechanical nature of HDDs results in a
high, size-independent access time penalty (e.g., 10 ms) for positioning the read/write head before
bytes are transferred. With a high read rate (e.g., 5.5 ms/MB), a request could take 10 to 70 ms
(Fig 2.1).
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Figure 2.1: Disk-head Time (DT) for one IO. When a HDD performs an IO, the disk head seeks
before it reads data. For tiny IOs, throughput is limited by IOPS; for large IOs, by bandwidth. DT
encompasses both metrics and generalizes to variable-size IOs.

In provisioning bulk storage, peak demand for disk-head time matters most. If the system
has insufficient IO capacity, requests queue up, and slowdowns occur. If sustained, clients retry
requests and failures occur, affecting user experience. Thus, bulk storage IO requirements are
defined by peak load, which in turn affects storage costs.

We will describe in §4.1 the details of our proposal to use Disk-head Time as a metric, and
evaluate it using production traces.

2.3 Flash caches absorb HDD load but have limited write
endurance

Flash caching plays an important role in absorbing backend load, compensating for disk-head time
limitations of the underlying HDDs. This setup enables resource-efficient storage for workloads
that exceed the throughput requirements of HDDs but which are infeasible to store using flash
alone. With the trends towards higher density HDDs and fewer bytes per HDD spindle, flash
caches unlock more usable bytes per spindle.

While managing throughput is the primary goal of flash caching, tail latency can improve as a
result of reduced backend contention [97]. Flash caches also add flexibility for matching system
throughput to ever-growing demand, as it is easier to enlarge flash caches than swap out existing
HDDs. When AI training put pressure on storage bandwidth at Meta, the solution was to add a
disaggregated flash caching tier [103].
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Flash does not have access setup penalties, but does have wearout that translates into long-term
average-write-rate limits. SSD manufacturers rate their drives’ endurance in terms of drive-writes
per day (DWPD) over their warranty period. Caching is an especially challenging workload
for flash, since items will have widely varying lifetimes, resulting in a usage pattern closer to
random I/Os than large sequential writes. Items admitted together may not be evicted at the same
time, worsening write amplification. Writing every miss into flash would cause it to wear out
prematurely. Admitting everything requires up to 492 MB s−1 or 43 DWPD for our traces; for an
SSD rated at 3 DWPD over 5 years, this means a reduced lifetime of just 4 months (i.e., 14 × as
fast). One solution is SSD capacity overprovisioning, but this can rapidly become a dominant part
of the total storage costs [5, 96].

2.3.1 Introducing admission policies and baselines (RejectX, CoinFlip)
Flash caches leverage admission policies (APs) to decide if items should be inserted into the
flash cache or discarded, and have simple eviction policies (LRU, FIFO) to minimize write
amplification [5]. Like eviction policies, admission policies weigh the benefit of hits from new
items against lost hits from evicted items. They must also weigh the write cost of admitting the
new item against other past or future items. Policies have an admission threshold that can be
varied to achieve the target flash write rate. We provide some examples.
• CoinFlip (baseline) On a miss, segments for an access are either all admitted, or not at all, with

probability 𝑝. This simple policy does not need tracking of past items seen.
• RejectX (baseline) rejects a segment the first 𝑋 times it is seen. Past accesses are tracked using

probabilistic data structures similar to Bloom filters. We use 𝑋 = 1 and vary the window size of
past accesses to achieve the desired write rate. Both Meta [5] and Google [96] used this prior to
switching to more complex policies.

• ML admission policies use offline features to make decisions in addition to online features such
as past access counts. An ML model can be trained offline based on a trace (as we do), or online
using reinforcement learning.

2.4 Decomposing the caching problem
We define the caching problem as determining which times we should fetch, admit, and evict each
segment to minimize the backend’s DT given a flash write rate limit.

We propose a heuristic decomposition of this problem into three subproblems: admission,
prefetching, and eviction. This makes it easier to reason about the optimal solutions to each
sub-problem and the training and behavior of ML solutions for each part. Making ML solutions
easier to train, understand, and debug mitigates production engineers’ common criticism of their
blackbox nature [67].

Admission: Whether to admit something into cache in anticipation of future hits that reduce
DT Here, we trade off the disk-head time saved against the write rate used from caching an item.
We model this as a binary classifier, where misses are admitted if the output probability exceeds
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the policy threshold. We also considered regression models (e.g., predicting no. of expected hits).
Such models eliminate the threshold parameter, but we found they perform worse end-to-end,
perhaps because their loss functions incentivize performance at all thresholds (write rates) rather
than just those at the boundary.

Prefetching: Whether to prefetch extra segments outside the current access range (which
was a miss) Here, we trade off DT saved from hits on the first accesses against the additional
time spent in cache, and for incorrect prefetches, the DT wasted and the opportunity cost of the
wasted flash write rate. We further decompose the prefetching problem into a) deciding what
segments to prefetch and b) when to prefetch (whether the expected benefit exceeds the cost, taking
into account the possibility of mispredictions).

Eviction: Which segment in the cache to pick for eviction upon an admission Here, one can
employ existing approaches for non-flash caches, including ML-based policies. In Baleen, we
employ a simple eviction policy (in our case, LRU) as is used in production systems. We evaluated
ML-based flash-aware eviction policies but left them out of Baleen given the low savings in DT.

2.5 Limitations of existing systems
Existing works are often:
• Not modular. Without a modular design, the system can be oversimplified and miss out on key

design considerations [21], or else veer towards too much complexity and be difficult to debug
and reason about.

• Optimizing for intermediate metrics. Many systems optimize hit rate [8, 18, 21, 38, 63, 72],
bandwidth [68, 69] or write rate without considering the larger system the cache is part of. This
makes them less performant and robust.

• Not focused on peak periods. Almost all systems report averages, giving less accurate
assessments of system performance, as bad performance at peak can be covered up by good (but
ultimately unhelpful) off-peak performance. To our knowledge, only one other system evaluates
load at peak [69].

• Not co-designed. Many systems focus on a single aspect like flash admission [5, 18, 21] or
eviction [3, 8, 38, 44, 63, 68, 69, 72, 77, 106] without considering the effect of one part on
another, in the belief that their benefits will be fully retained when applied with other techniques.
To our knowledge, only two other systems evaluate multiple subproblems, such as admission
and eviction [1] or admission and prefetching [97].

2.6 Related work
Production flash caching systems CacheSack [96, 97] optimizes admission policies for the
flash cache in front of Google’s bulk storage system, Colossus. This design shares Baleen’s
objectives of co-optimizing backend disk reads and flash write endurance. CacheSack partitions
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traffic into categories using metadata and user annotations, assigning probabilities to each of
4 simple admission policies for each category by solving a fractional knapsack problem. This
offline approach has slower reaction times than Baleen, and does not evaluate load at peak. Meta’s
Tectonic bulk storage system uses a CacheLib-managed flash cache, with an ML admission policy
that does not use episodes and does not perform prefetching (which we evaluate against as the
CacheLib-ML baseline). § 5 shows that this approach is significantly less effective than Baleen.
Kangaroo [53] improves CacheLib’s small object cache, and is orthogonal to Baleen, which
improves performance for large objects. Amazon’s AQUA [2] also fills a similar role for Redshift
(data warehouse), acting as an off-cluster flash caching layer with S3 as the backing store. Bulk
storage systems backed by HDDs and fronted by cache servers can also be found at Alibaba
Cloud [39] and Tencent [101].

Non-ML flash admission policies CacheLib [5] is Meta’s general-purpose caching library
and includes random and RejectX admission policies for flash caches. Section 2.3.1 introduces
RejectX. Section 5.3 extensively compares Baleen to random (CoinFlip) and RejectX. LARC [30]
is equivalent to RejectX and was the default admission policy used at Google prior to CacheSack.
TinyLFU [18] proposed a frequency-based admission policy that leverages probabilistic data
structures for compact history representation. Baleen adds ML, size-awareness, disk performance
goals, and prefetching over TinyLFU.

ML-based flash caching policies Flashield [21] addresses the lack of information on flash
admission candidates by putting them in a DRAM buffer first. The item’s usage history is used
to generate features for a support vector machine classifier. However, we found this approach
infeasible as DRAM lifetimes are too short in practice (see § 5.4.2). More targeted applications
of ML aim to exclude one-hit-wonders [80] or items that have no reads [102]. Reinforcement
learning has also been used to train a feedforward neural network for admission policies on CDNs,
given a broad set of features [33]. Baleen adds more flexible admission policies, size-awareness,
disk performance goals, and prefetching over these works. Early work on flash caching focused on
flash-friendly eviction policies [61]. Recent work instead uses simpler eviction policies such as
CLOCK or FIFO, and leaves the heavy lifting to the admission policy [96]. Smart policies for
data placement seek to reduce write amplification [14], and can be used in tandem with Baleen.

Prefetching policies CacheSack [97] incorporated static prefetching policies as choices for
their optimization function. [107] implemented heuristic-based prefetching for photo stores,
but found significant room for improvement relative to their offline optimal. Others have posed
caching as a scheduling problem in the context of streaming video and incorporated aspects of
prefetching [45, 65, 76]. In databases, Leaper trains a ML prefetcher to exploit reuse at the key
range level [95].

Models for caching and offline optimal Bélády’s MIN algorithm is the optimal eviction
policy [4]. [68] introduces Relaxed Bélády for eviction which prunes the decision space like
OPT does; however OPT makes stronger assumptions valid for flash admission and decides at a
higher granularity (see § 4.3.1). Raven [29] is a probabilistic approximation of MIN. [16] sought
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to extend Bélády to admission with a container-optimized MIN that optimizes hit rate while
minimizing flash erasures, but did not provide an online algorithm. Our proposed OPT policy is
the only online policy that approximates the optimal flash admission policy, and which can easily
optimize an arbitrary metric like DT, not just hit rate.

ML for eviction Some policies seek to learn from Bélády, such as LRB which learns a relaxed
Bélády [68], and RL-Bélády [87]. A key challenge to using RL is the long delays for rewards. [6]
Others seek to go beyond Bélády, such as LRU-BaSE [83]. MAT [88] reduces ML inference
overhead by using a heuristic to filter out likely candidates. HALP [69] augments a heuristic with
ML for the YouTube CDN. Deep learning has also been applied to learn forward reuse distance
with LSTMs [40] and reinforcement learning [86]. [66] uses a support vector machine with
features they derived from training an LSTM. [17] proposes that a classical caching policy be
run in parallel with ML policies, allowing the implementation to switch to the better-performing
policy dynamically. ML-based eviction is orthogonal to Baleen’s contribution and cannot control
flash write rates.

Metrics: byte miss rate, object miss rate and Disk-head Time We are not the first to recognize
the need to balance object miss rate and byte miss rate in caching when object sizes vary [82].
Some have approached this through the lens of size-awareness [8, 20]. One policy, LRU-BaSE [82],
tries to optimize both object miss ratio and byte miss ratio. Disk-head Time is known in the
storage community [12, 47, 48, 78, 79] with a number of cluster systems and disk scheduling
algorithms from the 2000s that optimized for it. To the best of our knowledge, Baleen is the first
flash caching policy that optimizes for Disk-head Time.
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Table 2.1: Summary of related work

System Year AP/
PF/E1

Metric Peak2Flash3 ML On-
line

Size-
aware

Real eval-
uation4

Application Main contributions

Caches with admission policies
Baleen [85] 2023 AP,

PF
DT ✓ ✓✓ GBM ✗ ✓ TB (CL) Bulk storage ML imitates optimal

approximation (based
on episodes residency
model)

CacheSack [96, 97] 2022 AP,
PF

TCO
(hits, flash
writes)

✓✓ ✗ ✓ ✓ Prod
(Google)

Bulk storage Greedy, computes best
policy per category ev-
ery 5 mins

CacheLib [5] 2020 AP Hits ✓ GBM ✗ Prod
(Meta)

Bulk stor-
age, CDN,
Key-value,
Graph

Use recent history (in
Bloom filters) as fea-
tures

RL-Bélády [87] 2020 AP, E Hits FF
(AP),
GBM
(E)

✓ ✓ ✗ CDN FF trained using Monte
Carlo, GBM predicts
next request time, Auto-
tune eviction threshold

Flashield [21] 2019 AP Hits ✓ SVM ✗ ✓ TB (mc) Key-value Use recent history (hits
in DRAM) as features

AViC [1] 2019 AP, E Hits,
Bytes

GBM ✗ CDN Predict future access
time, rejects one-hit-
wonders

TinyLFU [18, 20] 2017 AP Hits ✗ ✓ ✓ [20] TB (Caf) Web services,
Block I/O

Admits items above fre-
quency threshold

continued on next page
1 AP = Admission Policy, PF = Prefetching, E = Eviction Policy.
2 ✓= Evaluates at peak.
3 ✓= Evaluates flash writes, ✓✓= Explicitly co-optimizes for flash writes.
4 TB = Testbed, Prod = Production, ✗= Simulator, CL = CacheLib, Caf = Caffeine, ATS = Apache Traffic Server, SC = SegCache, mc =

memcached, V = Varnish.
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System Year AP/
PF/E1

Metric Peak2Flash3 ML On-
line

Size-
aware

Real eval-
uation4

Application Main contributions

AdaptSize [8] 2017 AP Hits ✗ ✓ ✓ TB (V) CDN Admits items below size
threshold

Other flash caches
LRB [68] 2020 E Bytes ✓ GBM ✓ TB (ATS) CDN Randomly sample items;

ML chooses one to evict
Pannier [38] 2017 E Hits,

latency
✓ ✗ - Sim+SSD Block I/O Middleware

RIPQ [72] 2015 E Hits ✓ ✗ - Prod
(Meta)

Blob storage Segmented-LRU, GDSF

Policies for DRAM caches
GL-Cache [91] 2023 E Hits,

Bytes
GBM ✓ ✓ TB (SC) CDN, Block

I/O
Groups similar objects
together to aid ML

HALP [69] 2023 E Bytes ✓ MLP ✓ Prod
(YouTube)

CDN Heuristic shortlists can-
didates for ML to evict

MAT [88] 2023 E Bytes GBM ✓ TB (CL) CDN, Key-
value, Block
I/O, Object
Store

Heuristic shortlists can-
didates for ML, which
predicts TTL. Focuses
on reducing ML over-
head.

LRU-BaSE [82] 2022 E Hits,
Bytes

DQN ✓ ✓ Prod (Ten-
cent)

CDN RL with CDN- and LRU-
specific improvements

Zhou et al [106] 2021 E Hits ✓ ✗ ✗ Bulk storage Mine text tags for fea-
tures

continued on next page
1 AP = Admission Policy, PF = Prefetching, E = Eviction Policy.
2 ✓= Evaluates at peak.
3 ✓= Evaluates flash writes, ✓✓= Explicitly co-optimizes for flash writes.
4 TB = Testbed, Prod = Production, ✗= Simulator, CL = CacheLib, Caf = Caffeine, ATS = Apache Traffic Server, SC = SegCache, mc =

memcached, V = Varnish.
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System Year AP/
PF/E1

Metric Peak2Flash3 ML On-
line

Size-
aware

Real eval-
uation4

Application Main contributions

CACHEUS [63] 2021 E Hits RL ✓ ✗ Block I/O Improves LeCaR for
scan and churn work-
loads

Parrot [44] 2020 E Hits Trans-
formers

✗ ✗ CPU Imitates approximated
Belady

LeCaR [77] 2018 E Hits RL ✓ ✗ Block I/O Regret minimization
LHD [3] 2018 E Hits ✗ ✓ ✓ TB (mc) Key-value,

Block I/O
Optimize for hit density

1 AP = Admission Policy, PF = Prefetching, E = Eviction Policy.
2 ✓= Evaluates at peak.
3 ✓= Evaluates flash writes, ✓✓= Explicitly co-optimizes for flash writes.
4 TB = Testbed, Prod = Production, ✗= Simulator, CL = CacheLib, Caf = Caffeine, ATS = Apache Traffic Server, SC = SegCache, mc =

memcached, V = Varnish.17
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Table 2.2: Caching simulators and production systems

Name (Author) Target Status Lang Papers Eviction Admission
Simulators
BCacheSim
(Daniel Wong)

Bulk storage Active Dev Python [85] LRU, FIFO,
LIRS, TTL

Baleen, Re-
jectX, Coin-
Flip, OPT

libCacheSim
(Juncheng Yang)

Key-value,
CDN

Active Dev C++ [89, 91] See below TinyLFU

Eviction policies: FIFO, LRU, Clock, LFU, LFU with dynamic aging, ARC, SLRU, GDSF,
LeCaR, Cacheus, Hyperbolic, LHD, LRB, GLCache, Belady, BeladySize

webcachesim2
(Zhenyu Song)

CDN Maint mode C++ [68] See below AdaptSize,
Adaptive-
TinyLFU

Eviction policies: LRB, LR, Belady, Relaxed Belady, Inf, LRU, B-LRU, ThLRU, LRUK, LFUDA,
S4LRU, ThS4LRU, FIFO, Hyperbolic, GDSF, GDWheel, LeCaR, UCB, LHD, Random

Production systems
CacheLib (Meta) Key-value,

bulk storage,
CDN

Active Dev C++ [5, 53,
85]

LRU, Seg-
mented LRU,
LRU-2Q,
TTL, FIFO

TinyLFU,
RejectX,
Random

Caffeine (Ben-
jamin Manes)

In-memory Maint mode Java [18, 19,
20]

Pelikan/ Seg-
Cache (Twitter)

In-memory
key-value

Stable Rust [91]
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Table 2.3: Cache workloads used in literature. We include all bulk storage system traces in
addition to selected CDN, block I/O and key-value traces that have been used in multiple papers.

Source Year Meta-
data
fea-
tures

Length Avg
Req
Size

Avg
Obj
Size

#Num Total
trace
size

Public Years
in use

#Papers Used by

Bulk storage
Meta
(Tectonic)

2024 ✓ 30-day Not yet 2024 Thesis (drift)

Meta
(Tectonic)

2021,
‘23

✓ 7-day 3
MB

6.3
MB

4 170
GB

✓ 2023 1 Thesis
(Baleen) [85]

Google
(Colossus)

2022 ✓ 2-day ✗ 2023 1 CacheSack [96]

Meta
(Tectonic)

2019 ✓ 7-day 3
MB

5.8
MB

3 11
GB

✓ 2020–
23

2 CacheLib [5], The-
sis (Baleen) [85]

Block I/O1

Alibaba 2020 31-day 751
GB

✓ SepBIT [83], [39]

TencentCloud2020 9-day ✓ OSCA [101]
Fujitsu
(SYSTOR)

2016 28-day 9
KB

31
KB

52
GB

✓ 2016–
23

Many [37]

CloudPhysics
(VM)

2015 7-day ✓ 2015–
23

2+ GL-Cache [91],
Cacheus [63]

MSR
Cambridge

2007 ✗ 7-day 40
KB

5 GB ✓ 2009–
23

Many Pannier [38],
LHD [3], Cloud-
Physics, GL-
Cache [91],
MAT [88]

FIU 2008 3-mth 8
KB

29
GB

✓ 2018 1+ LeCaR [77]

CDN
Meta 2023 7-day 3 40

GB
✓

Google
(YouTube)

2021 3-day ✓2 2023 1 HALP [69]

Tencent
(QQPhoto)

2016 9-day ✓ 2018–
22

1+ LRU-BaSE [82]

continued on next page
1 Block I/O is defined by SNIA as including "block level (e.g., at the logical volume manager, disk driver, etc.

level) and block protocol (e.g., SCSI, ATA, Fibre Channel) traces." We distinguish this from bulk storage
(distributed exascale cluster storage systems used in the cloud that aggregate storage needs of many systems).

2 Google has offered to release two traces (a developed market region and an emerging market region) upon
signing of a data sharing agreement.

3 MemCachier is a commercial memcached service.19
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Source Year Meta-
data
fea-
tures

Length Avg
Req
Size

Avg
Obj
Size

#Num Total
trace
size

Public Years
in use

#Papers Used by

Wikipedia 2018 14-day ✓ 2020–
23

3+ LRB [68], GL-
Cache [91],
MAT [88]

Key-value (e.g., Memcached, Redis)
Meta 2022 5-day 1 24

GB
✓

Twitter 2020 7-day 54 14
TB

✓ 2020–
21

2+ [89], Seg-
cache [90]

IBM Cloud
Object Stor-
age

2019 ✗ 7-day 0.2
MB

1
MB

98 88
GB

✓ 2020–
23

3+ [23], MAT [88]

MemCachier3≤2017 7-day ✗ 2017–
23

4+ LHD [3],
Flashield [21],
Hyperbolic [11],
MAT [88]

1 Block I/O is defined by SNIA as including "block level (e.g., at the logical volume manager, disk driver, etc.
level) and block protocol (e.g., SCSI, ATA, Fibre Channel) traces." We distinguish this from bulk storage
(distributed exascale cluster storage systems used in the cloud that aggregate storage needs of many systems).

2 Google has offered to release two traces (a developed market region and an emerging market region) upon
signing of a data sharing agreement.

3 MemCachier is a commercial memcached service.
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Chapter 3

Experimental setup

In this chapter, we introduce the bulk storage workloads used throughout the rest of this dissertation.
We also describe the hybrid cache simulator we designed around the episodes model, and detail
our efforts to ensure the fidelity of its results, including an academic testbed we set up to run our
policies in CacheLib.

3.1 Datasets: real traces from production caches for bulk
storage systems

A factor that differentiated our work was our extensive collection of caching traces from high-
performance production caches for bulk storage systems. We are grateful to our collaborators at
Meta who helped us collect traces over the years from 2019 to 2024.

Note that the workload drift section employs additional traces beyond the ones presented here.
They are described in §8.2.

Comparable traces The closest traces we know of are the Google CacheSack [97] traces, which
are not publicly available. The Google Thesios [60] traces were promising and we evaluated them,
but we were unable to use them directly as they were sampled post-cache. Many prior caching
papers, even as recent as 2023, were still using the MSR traces from 2007, as can be seen in
Table 2.6.

3.1.1 Trace collection and preprocessing

Traffic to the bulk storage system was sampled on the storage nodes themselves, which was where
the flash also was. Traffic was sampled before it hit the flash cache.

Trace collection in 2019 The process through which the 2019 traces were collected is unknown,
but we strongly suspect that each trace was collected by sampling the traffic at a single node.
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Trace collection from 2021 onwards Starting from 2021, the trace collection process was
standardized to take a sample from every single storage node in the cluster at a fixed sampling rate
(e.g., 1

4000 ). These thousands of machine-specific samples were then aggregated and buffered for
30 days in a separate system. which could be dumped to collect a trace for the last 30 days.

The sampling rate and number of nodes are recorded at the time the trace was dumped, and
we use this to determine the fraction of a machine’s traffic that the received trace represents:
𝑁𝑢𝑚𝑏𝑒𝑟𝑂 𝑓 𝑁𝑜𝑑𝑒𝑠

𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔𝑅𝑎𝑡𝑒
, so that we can scale the cache size correctly.

Trace anonymization Before we receive the traces, they would be anonymized by replacing
string values with integers in a process similar to one-hot encoding. From 2024, the trace
anonymization process was augmented to ensure that keys were consistently anonymized across
dumps, enabling traces dumped at different timepoints to be stitched together to form a longer
trace.

Preprocessing To speed up evaluations and standardize our evaluation process, we further
downsample the trace from Meta by sampling it on the block key space. Learning point: We
weigh each block by the number of accesses, and found that this reduced variance when using
different samples of the trace and also allowed us to use smaller samples (as low as 0.05%) of the
trace while still getting meaningful results.

Time of collection The Region1 and Region2 traces were recorded from different clusters over
the same 7 days in Oct 2019, while the Region3 trace was recorded from another cluster over
3 days in Sep 2019. Region4 was recorded over 7 days in Oct 2021, and the remaining traces
(Region5, Region6, Region7) were collected in Mar 2023.

3.1.2 Workload characteristics
Description of clusters and their workloads Early clusters (also known in this text as a Region)
each supported only one tenant (such as data warhouse or blob store), but eventually clusters were
made multi-tenant. Clusters had thousands of nodes, although this number would flunctuate over
time, including during the course of the trace, as individual machines failed or were rotated out.

This is a description of the workloads for each cluster:

1. Regions 1-3 (2019): each a data warehouse
2. Region4 (2021): data warehouse
3. Region5 (2023): 10 “tenants”, largest being data warehouse and blob store
4. Region6 (2023): 10 “tenants”, largest being data warehouse and blob store
5. Region7 (2023): 10 “tenants”, largest being data warehouse and blob store
6. Regions 4-7 are from different geographical regions.

Each tenant supports 100s of applications. Data warehouse is storage for data analytics (e.g.,
Presto, Spark, AI training), with larger reads than blob storage. Blobs are immutable and opaque,
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and include media (photos, videos) and internal application data (e.g., core dumps). See the
Tectonic[58] paper for further details.

Trace statistics We make a few observations from the data in Table 3.1:
1. Admit-All Write Rate, the flash write rate required to admit everything, varies but exceeds

300 MB/s for most of the traces, a rate that would wear out an SSD within a few months
instead of 5 years, underlining the importance of flash admission policies.

2. The average block size is 5–6 MB and the average access size is 2–3 MB, much larger than
the 10s of KBs in the Block I/O storage traces shown in Table 2.6.

3. One-hit wonder rate is high, meaning that the cumulative penalty for flash admission false
positives is significant.

4. The high percentage of PUT-only blocks with no subsequent GETs makes predicting whether
to prefetch on PUT very, very challenging, since there are minimal features and the odds are
stacked against having any reuse.

Table 3.1: Full statistics of traces.

Dataset Year Request
Rate
(𝑠−1)

Avg
Block
Size
(MB)

Access
size
(MB)

Comp-
ulsory
miss
rate1

One-
hit-
wonder
rate2

PUT-
Only
Blocks

#PUT /
#Acc

Admit-All
Write Rate

Region1 2019 244 5.70 3.41 18% 54% 46% 13% 316 MB/s
Region2 2019 106 5.07 2.85 39% 83% 81% 14% 121 MB/s
Region3 2019 139 6.71 2.42 19% 48% 46% 16% 45 MB/s
Region4 2021 406 5.87 2.87 14% 53% 40% 10% 280 MB/s
Region5 2023 364 6.84 2.62 18% 59% 33% 9% 480 MB/s
Region6 2023 404 6.77 2.74 14% 55% 38% 10% 478 MB/s
Region7 2023 426 5.71 2.23 17% 62% 38% 12% 492 MB/s
1 Compulsory miss rate refers to the ratio of blocks to accesses;
2 One-hit-wonder rate is the fraction of blocks with no reuse.
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The popularity distribution of blocks (Fig 3.1a) fit a Zipf(𝛼 = 0.8) distribution, where the
𝑖-th most popular block has a relative frequency of 1/𝑖𝛼 . Fig 3.1b shows the interarrival time
distribution, with the converged eviction age for Baleen marked with crosses. For all traces, less
than 20% of interarrival times exceed the converged eviction age. Fig 3.1c and Fig 3.1d shows the
size distribution for blocks and accesses respectively. The majority of blocks are the maximum
size (8 MB) with averages of 5.1-6.8 MB across traces, but most accesses are only a fraction of
the block with the median access less than 2 MB.
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Figure 3.1: Distributions of block popularity, access interarrival times, block sizes, and
access sizes. In a, lower values of 𝛼 indicate it is harder to cache.

3.2 BCacheSim: our online hybrid cache simulator
We developed a Python simulator to accurately estimate CacheLib performance without doing
the actual heavy lifting. This is an approach taken by other ML for Systems projects [73]. This
lightweight simulator is easier to include in a ML training pipeline, and takes as input a Tectonic
trace and measures many end-to-end metrics (e.g., average eviction age, Peak DT) that cannot
be obtained from offline episode analysis. Having the training setup be Python-centric aids in

24



2024-08-19
DRAFT

faster prototyping, ease of use by data scientists, and ease of integration with existing ML training
pipelines.

Modeling of HHD and SSD differences Baleen accounts for differences in hardware (HDDs,
SSDs) via the target flash write rate and constants in the TCO & disk-head time formulas. For flash,
the pertinent characteristics are those affecting endurance (and thus write rate). Fig 5.6 and 5.7
show Baleen performing at different flash write rates and cache sizes. For HDDs, our simulations
assume a constant average seek time and bandwidth in the DT formula (Eq 4.2). These parameters
vary minimally across disks, as illustrated in Fig 4.1 (simple formula closely matches actual disk
utilization in production). Baleen includes a small benchmark to measure these constants for a
given disk.

Simulation time 624 machine-days were used for the final runs to generate the results used in
the paper. Each simulation of a ML policy takes at least 30 minutes, multiplied by 7 traces and 10
samples each.

3.3 Our academic CacheLib testbed
In the absence of production access, we took the additional step of creating an academic testbed
environment that resembles the production environment more closely. Like BCacheSim, our
Python simulator, it replays bulk storage workloads that were recorded from production systems.
Compared to BCacheSim, however, it has the following advantages: 1) it performs actual cache
insertions, evictions and disk accesses on real hardware, and 2) it does so using the same CacheLib
library used in production (along with its accompanying characteristics and quirks), increasing the
likelihood our reported gains will be more easily realized in production.

Hardware The Tectonic production setup used to record traces and counter values has a 400 GB
flash cache, 10 GB DRAM cache and 36 HDDs. Our academic testbed uses enterprise-grade
hardware, but with less HDDs per node and thus a proportionally smaller cache size. It is a
24-node cluster, where each node has a 16-core Intel Xeon E5-2698 CPU, 64 GB of DRAM, Intel
P3600 400 GB NVMe SSD, Seagate ST4000NM 4 TB HDDs, and runs Ubuntu 18.04. The SSDs
and HDDs used are enterprise-grade. The size of the cluster does not affect the veracity of the
testbed as each individual experiment run only involves one node; multiple nodes are used to
speed up the completion of the experiments, given the large number of runs necessary (number of
policy configurations times 7 traces times 10 samples from each trace).

Modifications to CacheLib We implemented support for ML admission and prefetching policies.
Our prefetcher is implemented as a header-only library that other CacheLib applications may
include. We mock calls to Tectonic so that every miss issues a real IO of the right size against
HDDs, and measure the wall-clock time as Disk-head Time consumed. Static features are stored
in the CacheLib payload, while history counts are tracked by CacheLib. We added functionality
to CacheBench (CacheLib’s benchmark suite) to replay Tectonic traces. Our mock application

25



2024-08-19
DRAFT

follows Tectonic’s behavior of breaking down each IO into one or more CacheLib acccesses.
CacheLib employs a region-based LRU, with different regions for different sizes. Since segments
are uniformly 128 KB, we set region size to 142 KB to contain one segment each plus overhead.

Prefetching implementation in CacheLib applications Every request to the bulk storage
system references a block in the backing store and a byte range within that 8 MB block. Each
request is translated by the application into (potentially multiple) CacheLib segment-level requests.
CacheLib is not aware that segments may belong to the same block.

Thus, prefetching must be implemented by the application issuing requests against CacheLib,
which is the bulk storage system in our case (Fig 5.2). For our studies, we implemented it in
CacheBench. On each client request, Baleen’s prefetcher will be triggered after the application
has queried CacheLib and found out whether segments are hits or misses. Thus, the prefetcher has
access to the client request metadata and knows how many requested segments were present in
cache. On a miss, the application makes a request to the backing store, giving the prefetcher a
chance to fetch extra segments and insert those into cache.

3.4 Validation of BCacheSim simulator and CacheLib testbed

In this section, we validate both the CacheLib testbed and our Python simulator (BCacheSim)
against the Meta production environment.

Fig 3.2 shows that testbed and simulator are faithful to production counters for disk utilization.
We compare production counters for one day (collected on a per-minute basis and aggregated
to 10-min intervals) to simulator and testbed results for a trace collected on the same day. One
observes that the lines for the testbed and the production counters are remarkably similar even
though the trace used for the testbed line is only 1% of 1/10000 (10−6) of the full traffic pattern
that is responsible for the Production Counters line (in green).
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Figure 3.2: Sim-Testbed-Production comparison, RejectX, 1 day

3.5 Miscellaneous experimental details
Sample rates used Testbed results (used to validate our simulator at a fixed flash write rate) used
1-5% samples (maximum sample rate is 5%, limited by the ratio of HDDs (2:36)). For each trace,
we used the smallest trace percentage that gave us consistent results with higher trace percentages.
For the newer traces, the lower value was used, while the higher value was required for the older
traces collected in 2019 which were smaller with less requests.

Simulator results used sampling rates from 0.1% to 5%. A higher sample percentage was used
for smaller workloads. We scale to a 400 GB-equivalent flash cache and our target flash write rate.

ML training setup I wrote a Python module that generates episodes and trains the ML models.
This plugs into BCacheSim. The episodes module takes in a trace and returns the ML models. I
then run simulation loops to converge on an assumed eviction age and admission policy threshold.
LightGBM [32] was used for training and inference, with 500 rounds of boosting and 63 leaves.

A train-test split is performed on the time dimension, i.e., the first day of each workload is
used as training data, with the remaining days used for testing.

Metrics The savings from using Baleen are dominated by the degree by which it reduces the
number of HDDs required to handle peak load. Therefore, our evaluation focuses on Peak DT
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(see § 4.3). To aid comparison across traces, we normalize each policy’s Peak DT by the Peak DT
required with no cache.

Admission policy baselines We compared Baleen to 4 baselines: RejectX, CoinFlip, and two
state-of-the-art ML baselines, Flashield [21] and CacheLib [5]). We focus on RejectX as it is
publicly available and has been chosen over state-of-the-art ML models in industry. The CacheLib
ML policy addresses Flashield’s limitations (see §5.3.1) and uses non-episode-related features.
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Chapter 4

Episodes & OPT: modeling flash caching
and exploring savings in Disk-head Time

This chapter describes elements of the principled approach we developed for ML in caching. We
wanted to be able to try and prototype different ideas quickly, and get an upper bound on their
possible benefits. Also important was to establish how far the gap to optimal was for different
scenarios and workloads in order to quantify the possible benefits of improving caching algorithms.

We identified Peak Disk-head Time of the backend hard disks as the key metric that should
be optimized in bulk storage systems and their caches, given a fixed target flash write rate. We
devised the episodes model to facilitate reasoning about flash caching, making it easier to describe
and think about caching policies. In a nutshell, using episodes decouples formerly dependent
decisions by summarizing the state of the cache in a single statistic: the assumed eviction age. Our
OPT policy (which approximates an optimal online admission policy) followed naturally from the
episodes model.

Using our analytical model allowed us to approximate cache performance, get upper bounds,
and see cache behavior at the extremes, but greater fidelity to production systems was necessary.
Thus, we developed BCacheSim, our online flash caching simulator, and validated those results
against a CacheLib academic testbed and CacheLib in production, as discussed earlier (§3).

4.1 Measure Disk-head Time, not hits or bandwidth

We quantify backing store load via disk-head time (DT), which is a metric that balances IOPS and
bandwidth.

Definition Disk-head Time (DT) is the cost of serving requests to the backend. For a single IO
that fetches 𝑛 bytes, with 𝑡𝑠𝑒𝑒𝑘 the time for one disk seek and 𝑡𝑟𝑒𝑎𝑑 the time to read one additional
byte:

𝐷𝑇 𝑖 = 𝑡𝑠𝑒𝑒𝑘 + 𝑛 · 𝑡𝑟𝑒𝑎𝑑 (4.1)
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Definition Backend load (Utilization) of a time window is the total DT needed to serve misses,
normalized by provisioned DT (1 disk-sec per disk per sec): 𝑈𝑡𝑖𝑙𝐷𝑇 =

∑
𝑖 𝐷𝑇𝑖

𝐷𝑇𝑃𝑟𝑜𝑣𝑖𝑠𝑖𝑜𝑛𝑒𝑑
, where∑︁

𝑖

𝐷𝑇 𝑖 = 𝐹𝑒𝑡𝑐ℎ𝑒𝑠𝐼𝑂𝑠 · 𝑡𝑠𝑒𝑒𝑘 + 𝐹𝑒𝑡𝑐ℎ𝑒𝑠𝐵𝑦𝑡𝑒𝑠 · 𝑡𝑟𝑒𝑎𝑑 (4.2)

DT accurately models throughput constraints of bulk storage systems. DT models both
the IOPS and bandwidth limitations of the backing HDDs. (This concept can be extended to
other systems with IO setup and transfer costs, such as CDNs.) In our caching setup, we fetch the
smallest range covering all cache misses, and normalize DT by HDDs per node to get backend
load.

In Fig 4.1, we validate DT that can be calculated using only two production counters, IO
misses and bytes fetched, against system-reported disk utilization on a Meta production cluster in
Feb 2023. The peaks line up within 1%, which was surprisingly accurate given the simplicity of
this formula (𝑡𝑠𝑒𝑒𝑘 and 𝑡𝑟𝑒𝑎𝑑 are constants) and the vagaries of production systems (included in the
system disk utilization measurements). Industry experts were initially surprised by this finding
given that this simple formula does not account for the variation in seek time between different
locations on the disk platter (and related optimizations like skewing and disk head scheduling),
queuing delays, file system fragmentation, and numerous other factors. On our academic testbed,
we recorded and measured the variability of Disk-head Time and found that while the time
consumed to perform individual disk I/Os did vary from the formula-predicted time (on average,
11%), this was not sufficient to perturb the trends sufficiently in production as shown in Fig 4.1.

DT correctly balances IO misses and byte misses. In practice, 𝐹𝑒𝑡𝑐ℎ𝑒𝑠𝐵𝑦𝑡𝑒𝑠 ≈ 𝑀𝑖𝑠𝑠𝑒𝑠𝐵𝑦𝑡𝑒𝑠
(there is a very small difference due to non-consecutive misses). Hence,

∑
𝐷𝑇 can be interpreted

as a weighted sum of IO misses and byte misses, and reducing DT consumed reduces the familiar
caching metrics of IO miss rate and byte miss rate.

Conversely, optimizing only the IO miss rate or byte miss rate may result in mistakes made.
For example, IO hit rate cannot distinguish these two scenarios though one is better than the
other. Consider two blocks, both with 64 accesses. For the first block, each of the 64 segments is
requested, one at a time. For the second block, every access requests all 64 segments. While both
require the same cache space and save the same IOs, caching the second block saves more DT.

Definition Peak DT is the P100 backend utilization (𝑈𝑡𝑖𝑙𝐷𝑇 ), measured every 10 minutes. The
peak refers to the 10-min interval with the highest DT:

𝑃𝑒𝑎𝑘𝐷𝑇 = 𝑈𝑡𝑖𝑙𝑃100
𝐷𝑇 (4.3)

Peak DT is proportional to the number of backend servers required. System capacity, such
as the number of backend servers, is provisioned to handle peak load in systems that need to meet
real-time demand. Therefore, to reduce the backend size required, Peak DT should be minimized.
This introduces the need for scheduling (i.e., when to spend the flash write rate budget) to prioritize
the admission of items that contribute to the Peak DT. As explicitly optimizing admission for the
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Figure 4.1: DT validated in production. Our DT formula (plugging counters into Eq 4.2) matches
measured disk utilization (blue) closely, with the peaks lining up within 1%. This was surprisingly close.
The peak of 58% occurs on Day 0.

peak introduces significant complexity, we leave that for future work. For this paper, we design
our admission and prefetching policies to minimize average DT (and show that they are successful
in reducing Peak DT), and optimize for Peak DT in other aspects of the system. To improve
admission, we must first know what “better” looks like. We use Disk-head Time as an end-to-end
throughput metric to evaluate this. This section describes our decomposition of the flash caching
problem, and our attempt at approximating an optimal admission policy (OPT) and a framework
(episodes) to evaluate the cost-benefit trade-offs of not just admission policies, but orthogonal
improvements such as prefetching.

4.2 Episodes: an offline model for flash caching

Figure 4.2: An episode is a group of accesses during a block’s residency. Accesses (in blue) are
grouped into two episodes as the interarrival time (in red) exceeds the assumed eviction age.
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Figure 4.3: Episodes span space (measured in segments) in addition to time. An episode’s size is
the smallest number of segments required to be admitted to get all possible hits within an episode.
OPT-Range (§ 4.4) is (1,3) and (2,3) respectively.

We devised an offline model for flash caching for efficient evaluation of flash caching improvements,
and to facilitate the training of ML-based policies. This model revolves around episodes, which
are defined as:

Definition An episode is a sequence of accesses that would be hits (apart from the first access)
if the corresponding item was admitted. It is defined on a block (the rationale being that a cache
hit only occurs if all segments are present in cache).

An episode may span multiple segments, and as shown in Fig 4.3, an episode’s size is the
number of segments needed to cache it. This leads naturally to a formulation for prefetching. (An
important distinction between episodes and block-level LRU analysis is that different episodes for
the same block can have different sizes.) An episode’s timespan is the length of time between the
first access of any segment and the last eviction of a segment.

We generate episodes to aid ML training by exploiting the model of an LRU cache as evicting
items at a constant logical time (eviction age) after the last access [7, 15, 24, 52]. In an LRU
cache, the eviction age is the logical time between an item’s last access & eviction. As shown in
Fig 4.2, we group accesses into episodes such that all inter-arrival times within episodes are no
larger than the assumed eviction age.

Episodes provide a direct mapping to the costs and benefits associated with an admission, and
which corresponds directly to the decisions being made by admission policies. These benefits and
costs are associated with an item’s entire lifespan in cache, and are not obvious from looking at
a stream of individual accesses. Moreover, with flash caching, it is optimal to admit as early as
possible in the episode, given that the flash writes required are a fixed cost. By shifting the mental
model from interdependent accesses to independent episodes, we can reason about decisions more
easily.

Decisions on episodes can be made independently by assuming a constant eviction age. This
also allows decisions to be made in parallel. The added pressure on cache space via an admission
is accounted for via downward pressure on the eviction age. We determine an appropriate eviction
age using simulations that measure the average eviction age. In reality, the eviction age is not
constant and varies with cache usage over time. One approach deals with this by calculating
policies for a wide range of possible eviction ages [96]. However, we find that in terms of
end-to-end performance, Baleen is not sensitive to the assumed eviction age (typically 2+ hours)
as long as it is not extremely low (e.g., seconds to minutes).
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The episode model also allows for an efficient offline analytical analysis of policies via Little’s
Law. Given the arrival rate and assumed eviction age, we can estimate the cache size required,
and set the eviction age such that the analytical cache size is equal to the cache size constraint.
While this is much more efficient than an online simulation and is useful to explore a greater range
of parameters than is possible with online simulation, the numbers will differ from simulated ones
as the cache size constraint is not enforced all the time, only as a long-term average.

Admission policies can be viewed as partitioning these episodes into those admitted and
discarded. This can be done via scoring episodes and ranking them by score, and we elaborate on
this in the next section.

4.3 OPT approximates optimal online admission policy
Using episodes, we can devise an admission policy (AP) for online simulation that approximates
the optimal AP using offline information from the entire trace.

1. Each block’s accesses are grouped into episodes using an assumed eviction age.
2. All episodes are scored and sorted.
3. The maximum no. of episodes are admitted such that the total flash writes required do not

exceed the write rate budget.
During online simulation, accesses will be admitted if they belong to episodes marked as

admitted during the offline process. OPT scores each episode to maximize on the DT saved if
admitted and to minimize its size (flash writes required to admit):

𝑆𝑐𝑜𝑟𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) = 𝐷𝑇𝑆𝑎𝑣𝑒𝑑 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
𝑆𝑖𝑧𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) (4.4)

In the development of OPT, we also evaluated other scoring functions.

𝑆𝑐𝑜𝑟𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) = 𝐻𝑖𝑡𝑠 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) (4.5)

𝑆𝑐𝑜𝑟𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) = 𝐻𝑖𝑡𝑠 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
𝑆𝑖𝑧𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) (4.6)

𝑆𝑐𝑜𝑟𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) = 𝐻𝑖𝑡𝑠 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
𝑆𝑖𝑧𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) ·𝑇𝑖𝑚𝑒𝑠𝑝𝑎𝑛(𝐸𝑝𝑖𝑠𝑜𝑑𝑒) (4.7)

𝑆𝑐𝑜𝑟𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) = 𝐷𝑇𝑆𝑎𝑣𝑒𝑑 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
𝑆𝑖𝑧𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒) ·𝑇𝑖𝑚𝑒𝑠𝑝𝑎𝑛(𝐸𝑝𝑖𝑠𝑜𝑑𝑒) (4.8)

(4.9)

Eq 4.5 is straightforward and intuitive. Adding size-awareness to caching algorithms, as we
did by incorporating the episode size in Eq 4.6, was an important improvement which has also
been observed by others [8]. Hit density, as used in LHD [3], is in theory the best objective
function for a standard cache eviction policy, but we found that (as shown in Eq 4.7, and its DT
variant, Eq 4.8) to be suboptimal in our flash caching case. This lends credence to our belief that
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for flash caching, the flash writes incurred are typically the limiting factor rather than the time
spent in cache, and thus it makes to prioritize flash writes and also to make admission decisions as
early as possible, since the cost is paid at time of admission.

4.3.1 Comparison to LRB’s Relaxed Belady

At first glance, the use of the assumed eviction age to generate episodes may resemble LRB’s
Belady boundary, but we explain how episodes are different and the advantages of using episodes
for flash caching.

For context, LRB [68] introduces Relaxed Bélády for eviction, which only considers objects for
eviction beyond a time it calls the Belady boundary. Like our OPT’s use of the assumed eviction
age, it prunes the decision space making it more efficient; our OPT is able to make stronger
assumptions (due to the flash admission context), and train ML at a higher granularity of disjoint
episodes, whereas LRB still operates at the finer granularity of accesses and is choosing which
object is more likely to be good (has higher Good Decision Ratio) whereas OPT can determine
which object is better to admit).

In addition, we evaluated weighing some terms more, e.g., 𝐻𝑖𝑡𝑠 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)
𝑆𝑖𝑧𝑒 (𝐸𝑝𝑖𝑠𝑜𝑑𝑒)2 , but found that it only

decreased performance.

4.4 Extending OPT for prefetching

Episodes are also used to design our prefetchers and generate OPT labels for prefetching. By
default, on a miss, the smallest IO that covers all missed segments is made, i.e., no prefetching
occurs. It is possible to extend this IO and preemptively admit more segments. If done correctly,
this reduces the total no of IOs needed and thus reduces DT.

Prefetching the correct segments is important to achieve a reduction in DT given a write bound.
With imperfect admission policies, predicting a confidence value is necessary to balance the risk
of real prefetching costs against possible benefits. Otherwise, prefetched segments compete with
segments admitted from misses and drive up write rate while not reducing DT, meaning an overall
reduction in DT for the same write bound. Note that the costs and benefits of prefetching must be
evaluated against the opportunity cost of using writes for admission of missed blocks instead.

Deciding when to prefetch Fetching insufficient segments results in minimal or no DT reduction.
On the other hand, fetching excess segments results in a high write rate. To balance these trade-offs,
we need to know our confidence in our range prediction.

For instance, prefetching the entire block on every miss will result in an overall IOPS reduction
given write rate constraints. A blunt method to increase precision is to prefetch on every 2nd
miss or on every partial IOPS hit (when some but not all segments in an access return a hit).
This indicates that part of the block was admitted to cache. For OPT prefetching, we prefetch on
OPT-Ep-Start, the start of the episode as determined by the episode model.

34



2024-08-19
DRAFT

Deciding what to prefetch: Whole-Block, OPT-Range The straightforward choice is to prefetch
the entire 8 MB block (Whole-Block). However, the resultant write rate is too high, making it
infeasible unless combined with prefetching on every partial IOPS hit. To evaluate how well we
could perform given offline information from the whole trace, we introduce OPT-Range, which
uses the generated episodes to determine an optimal range of segments to prefetch. OPT-Range is
the minimal range of segments that covers all accesses in an episode. For the episodes in Fig 4.3,
OPT-Range is (1,3) for Ep 1 and (2,3) for Ep 2. Whole-Block always fetches (1,64).

4.5 Efficiently exploring the space of possible improvements

Little’s Law [27, 43] states the expected number of jobs in the system (𝐸 [𝑁 ]) is equal to the
product of the arrival rate (𝜆) and the mean time that jobs spent in the system (𝐸 [𝑇 ]).

𝐸 [𝑁 ] = 𝜆 · 𝐸 [𝑇 ] (4.10)

We apply this to flash caching, as follows:

• 𝜆, the arrival rate is the flash write rate
• 𝑁 , the number of jobs in the system, is the number of cacheable items, i.e., the flash cache

size divided by the size of each item
• 𝑇 , the time that jobs spend in the system, is the sum of the eviction age (the time between an

item’s last hit and eviction) and the item’s useful time or timespan (the time between an
item’s admission/first access and the last access before being evicted)

This means that we have 3 constraints: the target flash write rate (which fixes 𝜆), the cache size
(which determines 𝑁 ) and the assumed eviction age (which determines 𝑇 ). In truth, there are only
two free parameters here as setting two will lead to only one valid value for the last parameter.

When we run the analytical model, we fix the flash write rate and cache size and converge on
the eviction age through a loop that terminates when the expected cache size is equal (or very
close) to the target cache size.

We can think of cache policies as a pareto frontier on a Disk-head Time saved rate against cache
size (or flash write rate) graph. Better policies move the frontier outwards. On these graphs, we
can plot Max-WriteRate (if everything is admitted) or Max-CacheSize (if eviction age is infinite)
respectively, which establishes an upper bound on how much savings could be gained from the
optimal policy.
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Figure 4.4: Analytical bound models (an early iteration).

This analytical model also allows us to easily determine, say, the flash write rate needed to
admit all items, or the maximum cache size for a certain flash write rate, flash in a far faster and
elegant fashion than running multiple simulations in a loop.

4.6 From analytical model to simulation
Converging on Eviction Age, Policy Threshold Parameters We repeatedly run the offline
episode model and online simulation in a loop to converge on values for assumed eviction age
(EA) and admission policy threshold. Recall that episodes are generated with an assumed EA.
These episodes are used to train models, which are used in an online simulation where the average
EA can be measured. We initialize assumed EA to an arbitrary value of 2 hours and repeat episode
generation, model training, and online simulation until the assumed EA converges on the average
EA from an online simulation. Within each loop iteration, there is another nested loop to find
the correct admission policy threshold that results in the simulation achieving the target flash
write rate. This inner loop aims to offset the small differences between offline analysis and a
higher-fidelity online simulation.

4.7 Summary
In this chapter, we set up the metric (Peak Disk-head Time) that we will use to measure policies, in
addition to introducing the episodes model which we use in the design of Baleen. In addition, we
established the veracity of our metric and other design assumptions (in particular, the Disk-head
Time formula and episodes using an assumed eviction age) through comparisons with production
counters.

In the next chapter, we describe how Baleen builds on these foundations to train ML admission
and ML prefetching policies.
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Chapter 5

Baleen: Training ML policies for flash
caching

We describe how Baleen provides episode-based solutions to two problems: how to train an
ML-based admission policy, and using prefetching to improve beyond admission policies.

5.1 ML for flash admission
All caches, including flash caches, need to weigh the value of an item being inserted against the
value of evicted and future items. However, flash caches are at a disadvantage relative to RAM
cache, because:

• DRAM caches do not need admission policies as they can defer decisions to the eviction
policy, which has the advantage of knowing the item’s usage while in cache.

• Flash caches incur write costs at insertion time, forcing admission policies to decide a priori
to optimize the limited write budget. A longer residency better amortizes this upfront write
cost. In contrast, the space-time cost of an item is incurred at a steady rate over time in
DRAM caches.

We describe 4 challenges for ML admission:

Correct optimization metric is not obvious. The right metric is important not only because
optimizing it gives better performance, but because it makes the system more robust. Systems
practitioners know the importance of using end-to-end metrics such as IO hit rate, rather than
cache hit rate (problem: an IO hit can require multiple cache hits) or ML model accuracy (problem:
asymmetrical misprediction cost and class imbalance). Yet even optimizing for IO hit rate is still
an (easy) misstep, as a policy that increases the IO hit rate but consumes much more bandwidth
may result in overall higher DT, and require more HDDs to serve that load.

The cost of a misprediction is asymmetrical. Mispredictions consist of false positives (FPs)
and false negatives (FNs). A FP incurs a full write cost (reducing writes left for true positives),
and time in cache. FPs have a large performance impact since given the limit on flash writes. With
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an FN, a hit is lost but the policy may have further chances to admit the item. These lost hits are
insignificant for popular items, but have an outsized impact on items with only a few potential hits.
There is a long but heavy tail of such items; our traces show many admitted items with 5–8 hits
(Fig 5.1). Policies trading off too many FNs for FPs suffer a performance hit [96].
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Figure 5.1: Distribution of hits per episode. This reflects the possible hits accrued from
admitting an item. The majority of episodes have only 1–2 hits, with many admitted episodes
having only 5–8 hits.

Classes are highly imbalanced. Since most items will not be admitted (94% in our experiments),
true negatives (accesses that should not be admitted) far exceeds the number of true positives
(accesses that should be admitted). Indeed, we observe that while ML admission policies may
achieve a high ML accuracy, this does not always translate into a high cache hit rate. We found
typical solutions (oversampling, undersampling, and sample weights) ineffective at countering the
extreme imbalance.

Admission policies operate only on misses. For an ML policy, it makes sense to train only on
accesses in a trace that result in misses, rather than all accesses in the trace. However, this requires
an online simulation to determine which accesses are misses, adding additional complexity to
training.

38



2024-08-19
DRAFT

5.1.1 Design and implementation

Training
Trace

Episodes model

used to train
Admission Policy

Prefetcher

Flash Cache 
(e.g., CacheLib) 

Bulk Storage

Deployment

Admission Policy

Prefetcher IOIO

Figure 5.2: Architecture. An admission policy in CacheLib decides whether to admit items into
flash. Prefetching (preloading of data beyond current request) takes place in Tectonic.

Episodes generated from the trace are used to train an admission policy, as shown in Fig 5.2. The
policy is a binary classification model. We describe:

1. how we generate training data and labels from episodes,
2. what features and architecture we use for the ML admission model,
3. how we determine appropriate values for training parameters (assumed eviction age,

admission policy threshold) through an iterative loop, and
4. how we implement ML admission in CacheLib.

Features Baleen’s admission policy utilizes a total of 9 features, grouped into offline metadata
and online usage counts.

Metadata features are provided by the bulk storage system and supplied in the trace. These
metadata features identify the provenance of the request (namespace, user) and indicate whether
the block is tagged as temporary (e.g., as a result of a JOIN) or permanent. Feature cardinality is
less than 100 for namespaces and less than 200 for users. Both features are associated with the
system user (internal service) executing the request rather than an end user. These features are
often the same for accesses to the same object and almost always the same for accesses belonging
to the same episode. These features are provided per IO and thus the same for all segments.

Online dynamic features (times the item is accessed in the last 1,2, . . . 6 hours) change with
every access. This can be measured at the block or segment level. For Baleen, we record both
the number of IOs for each block and the cumulative segment accesses for each block to use as
features. For each workload, a simple simulation is done on the training set (the first day) to
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collect these dynamic features. We do not use individual segment counts as features, as this would
add 64 features without an appreciable increase in performance.

Modeling admission as binary classification We admit misses if the classifier’s output
probability exceeds the policy threshold. We also considered regression models (e.g., predicting
no. of expected hits). Such models eliminate the threshold parameter, but we found they
perform worse end-to-end [21], perhaps because their loss functions incentivize performance at
all thresholds and not just those at the boundary.

Training data and label generation The goal is to differentiate episodes at the decision
boundary, which tend to have few accesses. Learning to identify these episodes is hard but
important as they are significant in aggregate. To avoid a training bias towards popular but
easy-to-differentiate episodes, only the first 6 accesses from each episode are incorporated into
training data. Baleen learns to imitate OPT, and the binary labels are determined by whether that
episode, based on its score, would have been admitted under OPT.

Gradient boosting machines (GBM) We chose to use GBMs as they are fast and have some
inherent tolerance to overfitting and imbalanced classes. Compared to deep neural networks, they
are far more efficient and are well-proven to run within the latency requirements of a production
caching system [5]. Practitioners also find them easier to understand, given that they are based on
widely-understood decision trees.

Adding a ML admission policy to CacheLib The open-source version of CacheLib supports
flash admission policies, but does not include a mechanism for storing and supplying features
to ML admission policies. We describe how this may be done. For the static metadata features,
they can be embedded as part of the item payload. Since payloads are a few MB on average,
storing the features (less than 1 kB) in this way does not impose any significant overhead. To
provide the dynamic features, counts of accesses are tracked in CacheLib using a count-min-sketch
data structure (similar to bloom filters, but with counts). Each data-structure holds the count for
approximately one hour, with a queue of 6, such that we have counts at hour-level granularity for
the last 6 hours.

5.2 ML for prefetching

On a miss, a backend IO must be made to retrieve all missed segments. This IO can be extended and
more segments admitted. Done correctly, compulsory misses (when a segment is first observed)
are eliminated, reducing disk-head time. However, prefetching mistakes are costly as they consume
both writes and extra DT.

Next, we describe the design of our ML prefetching policies. We train models to solve two
subproblems: what to prefetch, and when to prefetch.
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5.2.1 Learning what to prefetch: ML-Range

We need a ML model that predicts a range of segments for prefetching. We do this by training
the model to imitate OPT-Range, the smallest range of segments needed for all accesses in an
episode to be hits (defined in §4.4). We use the same metadata features as the ML admission
model (namespace, user, temporary/permanent flag), but add size-related features (access start
index, access end index, access size). We train two regression models to predict the episode range
start and end. Each episode is represented once in the training data, with only episodes that meet
the score cutoff for the target write rate included. As training data, we use the episodes that would
be admitted according to the analytical model for the target write rate.

5.2.2 Learning when to prefetch: ML-When

Mispredictions by the ML admission policy and in ML-Range can easily cause prefetching to hurt
instead of help. In reality, the expected benefit will be lower than OPT prefetching and the cost
can only be higher. DT saved from prefetching ML-Range may not be realized (which we call
underfetch, see Eq 5.1a). Further, prefetching mispredictions are costly in terms of DT consumed
to fetch unused segments (which we call overfetch, see Eq 5.1b) and the opportunity cost of flash
writes used to store them.

ML-When aims to address this by excluding episodes that do not have a high probability of
benefiting from prefetching. In particular, it hedges against the broader effect of prefetching
on eviction age by requiring that the marginal DT gained from ML prefetching (𝑃𝐹𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡𝑀𝐿

𝑒𝑝𝑠 ,
Eq 5.1c) be larger than 𝜖 (ML-When label, Eq 5.1e). 𝜖 is a proxy for the unknown broader
opportunity costs of flash writes and cache space, and set to 5 ms (for comparison, an IO seek is
12 ms).

𝑈𝐹 : 𝑢𝑛𝑑𝑒𝑟 𝑓 𝑒𝑡𝑐ℎ = 𝑡𝑟𝑢𝑒 if ML-Range ⊂ OPT-Range (5.1a)
𝑂𝐹 : 𝑜𝑣𝑒𝑟 𝑓 𝑒𝑡𝑐ℎ = 𝐷𝑇𝑈𝑠𝑒𝑑 (extra segments) (5.1b)

𝑃𝐹𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡𝑂𝑃𝑇
𝑒𝑝𝑠 = 𝐷𝑇

𝑁𝑜𝑃𝑟𝑒 𝑓 𝑒𝑡𝑐ℎ
𝑒𝑝𝑠 − 𝐷𝑇𝑂𝑃𝑇−𝑅𝑎𝑛𝑔𝑒

𝑒𝑝𝑠 (5.1c)

𝑃𝐹𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡𝑀𝐿
𝑒𝑝𝑠 =

{
0 if underfetch
𝑃𝐹𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡𝑂𝑃𝑇

𝑒𝑝𝑠 −𝑂𝐹 otherwise
(5.1d)

ML-When(𝑒𝑝𝑠) = 𝑃𝐹𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡
𝑀𝐿−𝑅𝑎𝑛𝑔𝑒
𝑒𝑝𝑠 > 𝜖 (5.1e)

For general, non-ML-specific details of prefetching in CacheLib, please see §3.3.

5.3 Evaluation

This section evaluates and explains Baleen’s effectiveness in reducing backend peak load for 7
real workload traces.
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5.3.1 Baleen reduces Peak DT over baselines
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Figure 5.3: Baleen reduces Peak DT.

Fig 1.1b shows Baleen reduces Peak DT over RejectX by an average of 12% across all traces for a
fixed target flash write rate. Fig 5.3 shows this ranges from 5% to 29% across the traces. Region1,
Region3 and Region4 derive most of their gains from prefetching.

Flashield is not shown in the graphs as it failed on half the trace samples due to insufficient
training data (more details in § 5.4.2). If we consider only workloads Flashield could train a model
on, Baleen outperformed Flashield by 18%.
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Figure 5.4: Median DT

In Fig 5.4, we show that Baleen also reduces Median DT over RejectX by X% acrsos all traces
for a fixed target flash write rate. In our experience, we find that doing better at the peak usually
means that the median also improves and generally does not result in a regression at the median.
However, the converse is not true, which we will talk about in §5.4.

Reducing the peak Fig 5.5 shows the load over the 7-day Region1 trace in a testbed experiment
for Baleen and baselines. We can observe that there is a large reduction in the peak on Day 5 when
using Baleen.
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Figure 5.5: Testbed backend load on Region1. Day 1 (shaded) is used as training data. Peak is
on Day 5 and is lowest for Baleen.
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Training on episodes (instead of accesses) is essential to ML prefetching Episodes make it
easier to reason about flash caching and was key to designing both OPT and ML prefetching. We
also found that in the absence of episodes, others in the literature devised ad-hoc sampling heuristics
that would achieve the same goal of avoiding ML training bias towards popular objects [68]. In
addition, we quantify the benefit of episodes by comparing Baleen to an earlier ML admission
policy that did not use episodes (CacheLib-ML). Adding prefetching to RejectX or CacheLib-ML
would cause it to perform worse than without prefetching.

Benefits consistent at higher write rates and larger cache sizes Fig 5.7 shows that Baleen
allows for a reduction in cache size by 55% while keeping the same Peak DT as RejectX, or
alternatively a reduction in Peak DT equivalent to a 4X increase in cache size. As expected,
increasing write rate or cache size has diminishing returns in reducing Peak DT. Also, the different
admission policies (without prefetching) start to converge, indicating that admission by itself is
insufficient to drive further reductions in Peak DT.
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Figure 5.6: Benefits consistent as write rate increases.
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Figure 5.7: Benefits consistent as cache size increases.

5.3.2 Prefetch selectively, in tandem with admission
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Figure 5.8: ML-Range saves Peak DT. ML-
Range outperforms the baseline (whole block)
and No Prefetching at the expense of Median
DT.
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Figure 5.9: Choose when to prefetch. Indis-
criminate prefetching (on Every Miss) can hurt.
Using ML-When or Partial Hit reduces Peak
DT without compromising Median DT.

]

We show both ML-Range and ML-When are effective in reducing Peak DT over static baselines,
and contribute to Baleen’s robustness across the multiple traces. We also show that prefetching
must be paired with a good admission policy; if not, the same prefetching policy can hurt rather
than help.

We defined the static prefetching baselines (such as fetching the Whole-Object always, or
on Partial Hit) in §4.4, in addition to an approximate optimal for prefetching (OPT-Range and
OPT-Ep-Start).
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ML-Range outperforms no prefetching and fixed range prefetching. Using ML to decide
what to prefetch (ML-Range) saves 16% of Peak DT over no prefetching, and 4% over a simple
baseline (All on Partial Hit) (Fig 5.8). Baleen admission is used in all cases, with only the
prefetching policy varied. We note this comes with a small increase in Median DT. When we use
Baleen admission with OPT prefetching (not shown in Fig 5.8 for brevity), it betters it (possible as
OPT-Range does not account for mistakes by Baleen’s ML admission policy), suggesting that the
admission policy is the limiting factor rather than ML-Range.

ML-When helps Baleen discriminate between beneficial and bad prefetching. ML-When
expresses Baleen’s confidence in the quality of its ML-Range prediction. A general challenge with
prefetching is that one is predicting without a direct signal (such as a miss in the case of admission).
If used indiscriminately, prefetching can hurt rather than help. This is best illustrated by how
prefetching ML-Range on Every Miss is worse than no prefetching in Fig 5.9. Prefetching only on
ML-When or on Partial-Hit consistently does better than both no prefetching and prefetching on
every miss across all traces.ML-When performs better on 2 traces (Region2, Region7) and Partial
Hit on the remaining 5.

Poor admission decisions lead to poor prefetching ML prefetching reduces Peak DT most
when paired with a good admission policy like Baleen. With RejectX, prefetching is less helpful
or even hurts (in Region7). Thus, the Baleen admission policy is important to the performance
of prefetching despite not always reducing Peak DT by itself. Adding prefetching to CoinFlip
yielded results similar to RejectX.

5.4 Importance of optimizing the right metric: Disk-head Time
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Figure 5.10: Importance of optimizing Disk-head Time instead of hit ratio. Using the
“ML-Range on Every Miss" prefetching option resulted in an improvement in IO hit rate at the
expense of Disk-head Time.

Optimizing for IO hit ratio can be misleading as doing so is optimal for reducing seeks, not
total disk-head time. Policies that do so may reduce IOs at the expense of increased bandwidth,
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which can be a net loss in bandwidth constrained systems. For the prefetching option "ML-Range
on Every Miss" from Fig 5.10, relative to no prefetching, the mean Disk-head Time used ratio
worsened from 67% to 73% despite the IO hit ratio increasing from 46% to 47%.

5.4.1 Reductions in IO miss rate, bandwidth miss rate

We show that Baleen, in reducing Peak Disk-head Time (and TCO; more to come in §6), also
improves the commonly used metrics of IO miss rate and byte miss rate. For ease of comparison,
we also show median load, TCO and peak load.

We can infer from Fig 5.11a and Fig 5.11b that Baleen’s prefetching improves IO miss rate
at the expense of byte miss rate (the difference between the light green and blue bars), with an
overall reduction in peak load and thus TCO.
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Figure 5.11: Baleen also reduces IO miss rate and byte miss rate, two commonly used caching
metrics.

5.4.2 Comparison to ML baselines: Flashield and CacheLib-ML
Flashield We compared Baleen to Flashield, a state-of-the-art ML baseline. We adapted the
implementation of Flashield used in the S3-FIFO paper in SOSP 2023 [94]. Flashield was worse
than our RejectX baseline.

In practice, we found that a disadvantage of this approach is that DRAM lifetimes are too short
to yield useful features. (Flashield assumes a 1:7 DRAM:Flash ratio, whereas Tectonic has a 1:40
ratio.)

Flashield failed on half the trace samples due to insufficient training data, because it relies on
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items’ hits in DRAM for its features and labels. With DRAM lifetimes of seconds-to-minutes,
most items never receive DRAM hits. Considering only workloads favorable to Flashield (that it
could train a model on), Baleen outperformed Flashield by 18%.

Comparison to CacheLib-ML CacheLib-ML is a ML model that Meta used in production for
3 years, which was first described by Berg et al [5]. Baleen uses the same ML architecture (GBT)
and serving (inference) setup, but a different training setup (episodes and optimizing DT instead
of hit rate). Based on this, we assert that Baleen’s architecture is feasible for production with
acceptable inference overhead. Meta’s implementation is proprietary but general lessons learnt
from it were described in §9.7.

5.4.3 Overhead

Baleen’s runtime overheads are low in the context of caching for bulk storage systems.

CPU inference overhead Baleen adds 4 inferences per IO miss (admission, start & end of
ML-Range, ML-When). The system is limited by the latency of disk IOs upon misses (10–70ms
per IO) rather than ML inferences ( 30 microseconds per inference). Even when replaying a trace
at full speed, CacheLib only contributes a small fraction of overall system CPU utilization (5% of
the 16-core CPUs in our testbed) because it is waiting for disk IO, and thus using ML policies
only translate to an additional 1% increase in overall CPU usage.

Metadata overhead Baleen also stores static metadata features in the payload (<1kB), but as
payloads are at least 128KB, this overhead is not significant (<1%).

Training overhead Baleen uses gradient boosting machines and is able to get good results even
with highly sampled training data. Training is done on the CPU and takes under a minute, with
training duration never coming close to being a limiting factor.

5.4.4 Validation of Baleen on testbed

As we did not have direct access to production hardware, we ran simulations (on our Python
simulator, BCacheSim) and testbed evaluations (using our modified version of CacheLib) on our
academic testbed. We described this testbed and validated it against production using baseline
policies and production counters earlier in §3.4.

Fig 5.12 shows us validating Baleen on our simulator against Baleen on our testbed.

49



2024-08-19
DRAFT

Mon Tue
Wed Thu Fri Sat

Sun

Time

0

5

10

15

20

25

30

Ba
ck

en
d 

Lo
ad

 (
%

)
Region6

Sim (0.1%)
Testbed (1%)

Figure 5.12: Sim vs Testbed, Baleen
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Figure 5.13: Testbed backend load over time, on the Region1 trace. Peak-to-mean ratio is 2.
Granularity is 10 mins.

In Fig 5.13, we show Baleen and the other baselines on Region1 evaluated on our testbed, with
each point on the graph representing the backend load over a 10-minute window.

5.5 Summary
Baleen uses episode-guided ML to guide both prefetching and cache admission, reducing peak
disk time by 16% and TCO by 17% on real workload traces, compared to state-of-the-art ML
policies. Although applying ML to caching policies is an expected advancement, Baleen’s design
arose from false-step lessons and a cache residency formulation (episodes) that improves training
effectiveness, provides a target (OPT), and exposes the value of ML-guided prefetching. As such,
Baleen is an important step forward in flash caching for disk storage.
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Chapter 6

Baleen-TCO: choosing the best parameters
to minimize cost

In this chapter, we describe the TCO function we devised and Baleen-TCO, an extension of Baleen
which minimizes our TCO function.

A TCO function allows us to quantify the cost impact of changes in caching policies, which is
important for multiple reasons:

1. Evaluating the development cost of caching improvements Designing new caching
policies requires the investment of valuable software engineering man-hours.

2. Comparing caching improvements against other non-caching opportunities Being able
to consider the opportunity cost of investing in caching is important. For instance, improving
another part of a storage pipeline may not be directly measurable in cache metrics and thus
difficult to compare without a TCO function. Moreover, even within the realm of caching,
not everyone is mentally calibrated and can quickly translate the impact of, say, a 20%
reduction in Peak Disk-head Time, into a ballpark cost reduction figure.

3. Picking a point on the cache’s pareto frontier Each policy represents a set of possible
points. It is desirable to automatically determine the optimal flash write rate, and additionally
capture benefit from being able to vary it by workload instead of using a single static flash
write rate target.

However, there are difficulties that come with using the true TCO (total cost of operation) as a
metric:

1. It may reveal commercial secrets. Exact costs (e.g., of procuring new equipment or power
prices) are often under non-disclosure clauses in contracts. It could also be used to infer the
volume of a business and thus reveal material financial information. It may also introduce
legal risk by providing ammunition for opponents in lawsuits.

2. It is not a ‘pure’ reflection of system performance. Costs can change over time for
reasons unrelated to system performance, making TCO numbers challenging to compare and
interpret over time (whereas the meaning of a 60% hit-rate, for instance, does not change).

3. Devising a model for TCO can itself be costly. Coming up with an all-encompassing cost
model for a system is itself a research endeavor and can require significant effort to collate
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and keep up-to-date. Yet some sort of model is required for an algorithm to optimize it.
We strike a balance between these trade-offs in designing our TCO formula, which allows us

to measure (and thus optimize) the percentage of cost reduction, without needing to work with (or
reveal) exact dollar costs. We focus on media costs (cost of SSDs and HDDs), which are known to
dominate the true TCO function [96, 97]. Moreover, for a fixed hardware generation where we can
only vary the amount of storage capacity by varying the number of servers, we assert that many of
the variable non-media costs (e.g., power, CPU, networking) will also grow proportionately to the
media costs.

6.1 Background: TCO dominated by backend HDDs required
Related work on caching’s impact on TCO in bulk storage systems CacheSack [97] uses a
TCO function (described only as the cost of disk reads and the cost of written flash bytes) and
finds the optimal policy per category (a feature) that minimizes TCO. They reported a 7.7% TCO
reduction, with a 9.5% reduction in disk reads and a 17.8% reduction in flash writes. Note this is
not directly comparable to our results since we are using different workloads.

Designing a TCO function In the absence of actual cost numbers, we approximate TCO (total
cost of ownership) based on public information. We design a function that is focused on the same
cost components as [97] (SSD writes and HDD reads).

Weassuming that the cost of HDD reads is proportional to the HDDs required (and Peak DT),
and the cost of written flash bytes is proportional to the SSDs purchased in the long run:

𝑇𝐶𝑂 ∝ 𝐶𝑜𝑠𝑡𝐻𝐷𝐷 · #𝐻𝐷𝐷𝑠 +𝐶𝑜𝑠𝑡𝑆𝑆𝐷 · #𝑆𝑆𝐷𝑠 (6.1)

We calculate relative TCO savings using the Peak DT saved with our baseline AP RejectX
(𝑃𝑒𝑎𝑘𝐷𝑇0), and relative to the default target flash write rate (𝐹𝑙𝑎𝑠ℎ𝑊𝑅0).

TCO1 ∝
PeakDT1

𝑃𝑒𝑎𝑘𝐷𝑇 0
· #𝐻𝐷𝐷𝑠0 +

𝐶𝑜𝑠𝑡𝑆𝑆𝐷

𝐶𝑜𝑠𝑡𝐻𝐷𝐷

· FlashWR1

𝐹𝑙𝑎𝑠ℎ𝑊𝑅0
· #𝑆𝑆𝐷𝑠0 (6.2)

This gives us a TCO function based on a policy’s Peak DT (𝑃𝑒𝑎𝑘𝐷𝑇1) and the flash write rate
chosen (𝐹𝑙𝑎𝑠ℎ𝑊𝑅1).

The skewed ratio of HDD to SSD capacity in bulk storage systems like Tectonic (945:1 [58])
means that SSD cost is a fraction of TCO relative to HDD cost (3% on our workloads), even though
SSDs are more expensive on a per-GB basis. Hence, reducing Peak DT (and HDDs needed) is key
to reducing TCO.

Comparison with CacheSack Like CacheSack, our function focuses on the two major elements
of SSD writes and HDD reads. However, we have a number of differences: 1) We provide a
detailed derivation of the function. 2) They assume that that other costs (CPU, RAM, power,
network) are negligible; we assert that they are not (and have confirmed this with industry experts).
However, we assert that for a given hardware generation, we make scaling changes by changing
the number of servers and not how much storage is inside each server, and we assert thus most of
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these costs (CPU, RAM, power, network) will scale proportionally with the the media costs and
thus can be dropped to simplify the TCO function. 3) We focus on the cost of Disk-head Time at
the peak, instead of the mean number of disk reads (or equivalently, hit ratio).

6.2 Deriving a TCO function based on public data

We provide a line-by-line derivation of Eq 6.2 below.

TCO1 ∝
PeakDT1

𝑃𝑒𝑎𝑘𝐷𝑇 0
· #𝐻𝐷𝐷𝑠0 +

𝐶𝑜𝑠𝑡𝑆𝑆𝐷

𝐶𝑜𝑠𝑡𝐻𝐷𝐷

· FlashWR1

𝐹𝑙𝑎𝑠ℎ𝑊𝑅0
· #𝑆𝑆𝐷𝑠0 (6.3a)

𝑇𝐶𝑂1 ∝ 𝑃𝑒𝑎𝑘𝐷𝑇 1 · 𝑅1 + 𝐹𝑙𝑎𝑠ℎ𝑊𝑅1 · 𝑅2 (6.3b)

𝑅1 =
1

𝑃𝑒𝑎𝑘𝐷𝑇 0
(6.3c)

𝑅2 =
1

𝐹𝑙𝑎𝑠ℎ𝑊𝑅0
· #𝑆𝑆𝐷𝑠0

#𝐻𝐷𝐷𝑠0
· 𝐶𝑜𝑠𝑡𝑆𝑆𝐷
𝐶𝑜𝑠𝑡𝐻𝐷𝐷

(6.3d)

=
1

𝐹𝑙𝑎𝑠ℎ𝑊𝑅0
· 1

36
· 170

281
(6.3e)

We calculate relative TCO savings using the Peak DT saved with our baseline admission policy
RejectX (𝑃𝑒𝑎𝑘𝐷𝑇0), and relative to the default target flash write rate (𝐹𝑙𝑎𝑠ℎ𝑊𝑅0). From [58], we
know that each node has 1x 1-TB SSD and 36x 10-TB HDDs (#𝐻𝐷𝐷𝑠0

#𝑆𝑆𝐷𝑠0
= 36).

The price of storage procured by hyperscalars is commercially sensitive and would be lower
than prices available to the public. However, we assume that the percentage savings the hyperscalars
can extract in their contract negotiations is similar for both SSDs and HDDs, and thus would
cancel out in our formula since we use only the ratio. This allows us to use public prices of SSD
and HDD storage, which we take from Newegg. We substitute the 2023 price of a 10TB HDD
($281) and a 1 TB SSD ($170) on Newegg [56, 57] ( 𝐶𝑜𝑠𝑡𝑆𝑆𝐷

𝐶𝑜𝑠𝑡𝐻𝐷𝐷
= 170

281), i.e., the HDD is 6x cheaper
per TB than the SSD. As a point of comparison, a 2020 industry report stated a 10x difference [54],
which is in the same order of magnitude as the 6x used in our calculations.

6.3 Baleen-TCO

Vanilla Baleen allows us to determine the Peak Disk-head Time savings from a cache policy at
a fixed flash write rate and cache size. Baleen-TCO optimizes our TCO function by simulating
Baleen over a range of flash write rates (as illustrated in Fig 6.1) to get the respective Peak DT.
Baleen-TCO then chooses the optimal flash write rate to minimize the TCO function. This is done
on a per-workload basis, since the optimal flash write rate can vary between workloads. We also
considered allowing it to vary over time, but this did not seem necessary, at least in the 7-day
workloads we evaluated Baleen-TCO on, and was also more realistic given the relative inelasticity
(from a planner’s point of view) of capacities in the bulk storage systems we know.
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Figure 6.1: Baleen-TCO reduces TCO by choosing a higher flash write rate when justified to
lower peak backend load. × denotes the optimal flash write rate for that workload.

Baleen-TCO can be easily adapted for other companies or deployments (or even used to predict
what may change with changes in media cost ratios caused by advancements in technology), since
it allows for a different flash-to-HDD cost ratio to be substituted in.

6.4 Evaluation: Baleen-TCO chooses optimal flash write rate
Workloads have different optimal flash write rates. In Fig 6.1, we observe that some workloads,
like Region4, benefit from an increased flash write rate budget, whereas others do not, in which
case one should reduce costs from flash. These higher optimal flash write rates were significantly
higher than the static flash write rate budget previously set by Meta, thus unlocking even more
savings from Baleen. One should also note that there is no single flash write rate that is optimal
for all workloads, justifying the additional complexity from this adaptive strategy.

Baleen-TCO saves additional 4% of TCO over vanilla Baleen. Fig 6.2 shows Baleen-TCO
reducing TCO by 17% over CacheLib-ML and 18% over RejectX. If a constant flash write rate
target is used, Baleen is able to reduce TCO by 14% over RejectX. Thus, Baleen-TCO saves an
additional 4% over Baleen with a fixed write rate. We note that there is an improvement in all
regions except Region1 and Region3, and there are no regressions in TCO.

Flash writes account for 2% to 5% of TCO (3% on average). While 5% may seem small, it is
still significant as it means that adopting an inferior flash admission policy can rapidly increase
costs (say, if the bad policy requires double the flash write rate, that means TCO could jump by
5%).
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Figure 6.2: Baleen-TCO reduces TCO across all traces. On average, Baleen-TCO saves an
additional 17% over CacheLib-ML, 14% over RejectX, and 4% over Baleen with a fixed flash
write rate.
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Chapter 7

Optimizing for peak load

Ideally, backend capacity should be provisioned to handle peak load in order to fulfill assurances
and SLOs (service-level objectives) to customers during periods of high load. In practice, existing
caching systems optimize for average load, rather than peak load. In this chapter, we show why it is
important to optimize for peak and not not average load (as we did initially), our early attempts to
optimize indirectly for peak load, and our subsequent attempts to optimize for the peak explicitly.

7.1 Background
Caches are crucial to reducing peak backend load in modern clouds [62, 69]. Although this
is widely accepted, most large-scale caching works evaluate average performance instead of at
peak load (Table 2.6), with only one work other than Baleen doing so [69], with none explicitly
optimizing for the peak. This presents missed opportunities, as 1) it may be possible to decrease
the peak further if explicitly optimizing for it, and 2) further resource savings are possible at
off-peak, e.g., by admitting less during off-peak periods to save on flash writes. Previous works on
caching at the block I/O level have reduced peak load by offloading IOs to underutilized hosts [55]
decomposing and rescheduling data flows [46], traffic shaping [81], or resizing cache according
to load [109]. These solutions are not suitable for the modern data center cache as they either
require modifications to the storage system itself (some of which is already in place, such as traffic
shaping [58]), or assume the problem can be pushed further down the stack to cloud providers.
Bulk storage systems consolidate storage needs of many subsystems; while this may smooth out
some peaks in demand, the presence of co-mingled workloads also make optimizing the peak a
more challenging task and less easy to optimize by hand, given that a policy that is optimal for
one cluster may not be optimal for the next [97].

7.2 Indirect optimization for peak load
This section details early attempts at optimizing for Peak DT. In these cases, parameters are chosen
to maximize Peak DT, while the underlying admission and prefetching policies still optimize for
episodes’ contribution to mean DT. This strikes a balance between introducing the additional
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complexity which would come by making it a scheduling problem, while still optimizing for the
correct metric. This could be useful in guiding practitioners who want to modify an existing
production cache to optimize Peak DT.

7.2.1 Choosing parameters to optimize for Peak DT.
Choosing prefetching method to optimize for Peak DT. Prefetching is key to Baleen’s
performance on most workloads, but on some workloads, ML-When is not aggressive enough as
it optimizes for the mean, not Peak DT. To correct for this, we allow Baleen to choose another
prefetching option per workload (e..g, ML-Range on Partial-Hit) if it is better at reducing Peak DT
in training. This allows us to pick prefetching methods that optimize the peak but are suboptimal
in terms of average Disk-head Time. Without this extra optimization, savings over RejectX would
have been reduced from 12% to 6.6%. In Fig 7.1, we show how this extra optimization enables a
reduction in Peak DT for Region4.
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Figure 7.1: Choosing best prefetching method based on Peak DT in Region4. Picking the best
prefetching method using Peak DT instead of Median DT enables a significant reduction in Peak
DT. Here, the highest peak for each day (i.e., the maximum of the hourly peaks) is shown.

Baleen-TCO optimizes for Peak Disk-head Time. In the design of Baleen-TCO, we have it
evaluate each flash policy write rate by the Peak Disk-head Time of policies performing on that
level. Please refer to §6 for more details.

7.3 Analyzing trends in Peak DT over time
We first sought to gain intuition into trends in Peak DT over time in order to inform our attempts
to explicitly optimize Peak Disk-head Time.
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Figure 7.2: Load variation over a week in Region1. The peak is on Day 5. Smoothing (hourly
averaging) has been applied, while the shaded area indicates the period used as training data.

Fig 7.2 shows the load variation over one week on a testbed (smoothed to hourly intervals).
While the peak for all policies is in the middle of Day 5, the second-highest peak is different for
different policies, if you look at Day 5 (CoinFlip and Baleen without prefetching) and Day 7.5
(Baleen and RejectX). While reducing the peak generally means reducing the average as well,
what is useful for reducing one policy’s peaks may not be as useful for a different policy. Noting
that each point is one hour, we can see that while there are periods of sustained activity lasting
days, individual bursts of load may only be 1-3 hours.

Peak periods are often sustained for less than a day, as shown in Fig 7.3, and often just an hour
or two, which is close to the average eviction age of 2 hours. This means admission policies can in
theory effectively reduce the peak, as the peak period is long enough to reap the delayed rewards
from changes in the admission policy’s decisions. (This delay refers to the time for a ML policy
to detect increased load, adjust its admission decisions and get hits on its admitted items.) As
these traces are only a week long, they do not show longer peak periods spanning days (e.g., Black
Friday, major sports events) or weeks (e.g., company performance review).
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Figure 7.3: Workloads over a week with Baleen on our testbed. We observe that peak periods
are typically sustained for 1-2 hours. 62
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7.3.1 Breaking down DT at peak periods

Fig 7.4a breaks down DT at the peak hours. We observe that most of the reduction in Peak DT
comes from eliminating seeks rather than read time, often through prefetching. Certain traffic
patterns affect some policies more, which is why the DT peaks for different policies can differ. In
particular, Baleen’s peaks occur when prefetching is not beneficial.
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Figure 7.4: Breakdowns of Disk-head Time at Peaks. Each graph shows the peak 10-min
window for that setup. Baleen’s Disk-head Time reduction is mostly due to reduced seeks.

Fig 7.4 shows policies’ performance at the respective peak windows for Baleen and RejectX.
The peak window can differ from policy to policy, as one policy may be good at dealing with a
traffic pattern that causes peaks for other policies, but be foiled by a pattern that is handled well by
others. This makes optimizing the peak a whack-the-mole game. Baleen’s worst time intervals are
those in which prefetching is not beneficial. This suggests that a policy wanting to optimize Peak
DT could do by being aware of the current load level and able to adapt to it.

7.4 Explicitly optimizing for Peak Disk-head Time

We explored how we could explicitly optimize Peak Disk-head Time. This introduces the additional
complexity of scheduling (i.e., when to spend the flash write rate budget) to prioritize admission
of items that contribute to the Peak Disk-head Time.
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7.4.1 Varying policy selectivity by system load level
Design An online and more flexible method that is not dependent on retraining would be to
vary the behavior of the ML policy dynamically in response to load. One approach is to make
the admission policy threshold a function of the load factor. This would in effect transfer the
write rate budget from off-peak to period periods. Since we seek to optimize Peak Disk-head
Time, incurring more misses during off-peak periods to save on flash writes for use during peak
periods is a viable strategy for a policy. As eviction ages are around 2 hours, this implies that
hits from admitted episodes must happen in less than that time. Thus, we considered it likely that
admission decisions will have a positive effect within the peak period, as they are often sustained
over multiple hours.

Evaluation We performed an experiment where we modified OPT and only allowed it to admit
to the cache during periods of high load (defined as being than 30% of the last peak). We show
the results in Fig 7.5, with the modified OPT labeled as “Peak Reduce”.
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Figure 7.5: Peak reduction by varying policy selectivity in response to load. A dynamic
admission policy threshold based on the load level was able to reduce flash writes by 8.0% and
Peak DT by 1.4% on Region3. The long-term average flash write rate for the respective policies is
included in brackets in the legend.

This reduced Peak Disk-head Time by only 1.4%, but was able to reduce flash writes by 8.0%.
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From this, we draw the inference that more fundamental changes (e.g., scoring episodes by their
usefulness in reducing Peak DT) are required to optimize explicitly for peak load.

7.4.2 Prioritizing episodes by their contribution to peak load
In this set of experiments, we sought to explicitly prioritize the admission of episodes that would
help to bring down peak load.

Design Our design sought to accomplish this by tweaking the training data. In both cases, we
identified a fixed ‘peak period’ from a previous simulation run on that trace with Baleen. We
experimented with two approaches:

1. Weigh episodes that overlap with the peak period higher than episodes that do not
overlap with the peak period. The intuition was that the ML might identify common
characteristics of items that are cached during periods of peak load and prioritize these
items.

2. Tweak the episode scoring function to account for how much DT was saved during the
peak period.

Evaluation Initial experiments using the analytical model suggested that significant savings
were possible, with a modified ‘PeakOPT’ policy reducing Peak Disk-head Time by 29% over
vanilla ‘OPT’. However, we could not translate these savings over to simulation.

We modified both OPT and Baleen policies and evaluated both in simulation. The modified
OPT policy (which we called OPT-PeakDT) had a regression with a new, much higher peak
appearing in a different part of the trace. The modified Baleen policy did not perform better than
the vanilla Baleen policy.

7.4.3 Future work
Extend analytical model to peak The current model calculates the average Disk-head Time
saved rather than peak. It would be useful to extend it to allow easier calculation of Peak Disk-head
Time without requiring a full simulator run. One possible way to approximate this is to divide
trace time into smaller intervals (e.g., 10 minutes) and calculating the Disk-head Time saved per
interval from each admitted episode. A further improvement would be to permit different assumed
eviction ages for each of those smaller sections of the trace.

7.5 Summary
We were able to reduce Peak Disk-head Time by choosing the right parameters (e.g., prefetching
method and flash write rate) in conjunction with an underlying admission policy that optimize mean
Disk-head Time. However, we were unsuccessful in directly optimizing the peak by modifying
the scoring function in the admission policies. Our efforts suggested that it was harder to avoid
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regressions than we initially anticipated and we believe that a more complex solution would be
required to directly optimize Peak Disk-head Time.
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Chapter 8

Workload drift in caching

Caching, at its core, is the problem of predicting what items will be used (i.e., popular) in the
future. Workload drift, which refers to changes over time in access patterns and the popularity
of items, is therefore a threat to the success of a caching policy. Mitigating drift is important to
ensure ML-based caches perform well in the long run and not solely at time of deployment or
publication.

Our study of caching drift was motivated by the experience of our collaborators at Meta,
who found that ML caching policies performed the best at initial deployment and regressed over
the years despite periodic retraining (details in §10.1). Moreover, the impact of drift has been
corroborated in other applications of ML for large-scale systems, with Microsoft reporting a ML
accuracy drop of up to 40% in its network incident routing (NIR) and VM CPU utilization models,
with its ML NIR outperformed by a non-ML solution 28% of the time [50].

Our explorations quickly garnered the interest of industry, but a significant limitation was the
availability of long-term traces for evaluating drift in caching. Thus, collecting the necessary
traces became an important part of this work. The longest public traces prior to this work were 7
days; over a 6-month period, we were able to collect usable data amounting to two 30-day traces.

We found that ML for caching solutions are indeed vulnerable to workload drift. Common
drift mitigations adopted by ML-based caches include periodic retraining of models on new data
or the adoption of online policies (like reinforcement learning) that continuously update their
assumptions with incoming data. We evaluated multiple parameters of (re)training, such as the
frequency of retraining and the training window length.

8.1 Background

Unlike computer vision or natural language processing where data has a stable sample space,
storage access patterns are inherently subject to change over time, whether from configuration
changes, data migrations, changing user demand, or system changes [50, 64]. This problem is
exacerbated in bulk storage systems which consolidate a multitude of storage workloads and
applications and need to meet the needs of the entire spectrum of cloud computing customers.

67



2024-08-19
DRAFT

Figure 8.1: Types of drift. Different severity and speeds of drift are shown, including noisy blips,
in this figure from [35].

Categorizing drift Workload drift is classified by the ML literature into 1) covariate drift, where
the data distribution changes, and 2) concept drift, where the target concept changes and breaks
the assumptions underpinning a model.

Another way to categorize drift is by its cause. We describe three types of drift highlighted in
the literature [25, 74, 110] noting these are neither exhaustive nor mutually exclusive [110]. We
also illustrate them in Fig 8.1.

• gradual and incremental drift, caused by changes in item popularity over time e.g., a slow
shift towards video content over photos and text

• sudden drift, caused by abrupt (and permanent) changes, e.g., a sharp rise in deployments
of large language models

• recurring drift, a temporary shift caused by cyclic or irregular phenomena, e.g., Black
Friday sales or an election campaign launch

Drift mitigation in the ML literature Many complex solutions exist in the ML literature for
dealing with drift [10, 13, 22, 34, 59, 71, 84] and tend to revolve around window-based solutions,
change detection, and ensembles. However, they were not designed for real-time use in production
systems and have issues such as a high computational cost, the need to wait for ground truth
(labels), and not being designed to deal with covariate and concept drift simultaneously [50].
While Matchmaker [50] addresses a number of these concerns in its design (which finds the most
similar data batch and uses the matching model for inference), it is hardly a panacea given that it
delivered significant gains on only 1 of their 2 case studies, leaving much room for improvement.
Matchmaker [50], DriftSurf [71] and AUE [13] are examples of state-of-the-art solutions for drift
that would be ideal benchmarks.

Drift in caching ML caching policies are often designed to have models that are trained offline
on a trace and then deployed periodically to production [5, 21, 44]. Online methods collect data
locally for retraining [96] or do incremental updates with reinforcement learning [8, 18, 87].

While workload drift has been studied in the larger context [25, 31, 71, 74] and in ML for
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systems [50], its effect on caching is relatively unknown. We know of only one other large-scale
caching work that evaluates drift [82], with none explicitly tackling it. In that work, LRU-BaSE,
an eviction policy that uses deep reinforcement learning to improve byte miss ratio without
worsening object miss ratio, is evaluated on a synthetic drift scenario where two traces are
spliced together (corresponding to the sudden drift scenario described earlier in this chapter).
Robustness to different workloads is a closely related problem, which has been examined in
workload analyses [89] with adaptive solutions proposed for setting cache parameters [19]. Such
parameters are often manually set for the workload (e.g., ghost cache size is set to 6 hrs in [5] and
20 hrs in [97]), and may need to be dynamically set to properly cope with workload drift.

Drift mitigation in caching A common mitigation for workload drift is periodic retraining, at
the cost of training overhead and complexity for model deployment. If retraining is done on the
node itself, this incurs additional CPU and memory overhead to collect training data and train the
model. While it is possible to reduce ML overhead with heuristics [69, 88], it would be better to
know how often retraining even needs to be done and to reduce the need for retraining in the first
place. Further, retraining intervals used in production ML-based caches vary from seconds [88] to
5 minutes [97] to days to months, with no principled way of determining the right interval.

Another simple mitigation for workload drift is to allow a ML policy to fall back on a
well-understood heuristic policy, alleviating systems practitioners’ fear of performance regressions
(e.g., [17] runs a classical policy in parallel with ML and uses the better performing policy).
However, this merely limits the downside of ML policies instead of tackling the actual problem
and potentially unlocking better ML policy performance.

8.2 Collecting longer traces for analyzing drift
As we are focused on drift as it pertains to caching, we decided to evaluate on datasets derived
from cache traces (as opposed to generic datasets as used in [50]). Acquiring the appropriate
cache traces for drift analysis was an important and challenging part of this process. We needed
traces that were:

1. Long enough. The duration of previous public caching traces only went up to 7 days, which
made it difficult to distinguish between short-term day-to-day variations and longer term
gradual drift. We needed traces that were long enough for gradual drift to be present.

2. Contained features for ML. There were other storage traces of appropriate length but
which did not have the metadata features needed for a ML policy.

3. Collected before the flash cache. Google released two months of storage I/O traces along
with the Thesios publication [60], for which we were very grateful. They did contain ML
features, but as they were collected post flash cache, many requests would have already been
absorbed by the flash cache and were not available for our analysis.

Consequently, we collaborated with Meta to collect additional traces from Jan to June 2024, for
which we were most grateful for. We show part of this trace in Fig 8.2. Unfortunately, due to a bug
in the key anonymization process that we only discovered later, only two continguous one-month

69



2024-08-19
DRAFT

periods of the trace was usable for caching analysis. Notwithstanding this, a 30-day long trace is
still four times longer than the longest publicly available trace of 7 days (as per Table 2.6).

Longer traces were collected by using a fixed key anonymization method. Trace dumps were
manually collected every month and subsequently stitched into a longer trace.
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Figure 8.2: Request load level without cache over 3 months. This figure shows the request load
level over a period of 3 months without caching.

In the end, we ended up using 3 trace periods for comparison:

1. 7 days ending 2023-March-25 (20230325)
2. 1 month ending 2024-March-02 (20240302)
3. 1 month ending 2024-June-11 (20240611)

We had data for 3 regions (Region5, Region7 and Region8). Region5 and Region7 were
present in our 2023 traces, whereas Region8 was new. During our preliminary analysis, we found
that Region5 experienced sudden drift in May due to a sharp decrease in incoming load level,
which our collaborators confirmed. In our evaluation later in this chapter which is focused on
gradual drift, we thus focused on Region7 and Region8.

Block reuse over time We analyzed the longest time that each block is seen in the trace (i.e., the
time between the first and last access to the block). We found that a majority of blocks were not
seen after 2-4 days, as shown in Fig 8.3.
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Figure 8.3: Block lifetime. The majority of blocks were seen in the trace for no longer than 2-3
days, indicating a high degree of turnover in the key space.

Dataset Time Request
Rate
(𝑠−1)

Obj
Size,
Avg
(MB)

Access
Size,
Avg
(MB)

Compulsory
miss rate

One-hit-
wonder
rate

PUT-
Only
Blocks

#PUT /
#Acc

Region5 20230325 364 6.84 2.62 18% 59% 33% 9%
Region5 20240302 326 5.12 3.16 72% 93% 23% 18%
Region5 20240611 21.2 5.81 5.01 57% 86% 52% 43%

Region7 20230325 426 5.71 2.23 17% 62% 38% 12%
Region7 20240302 218 4.52 2.75 83% 95% 20% 18%
Region7 20240611 120 4.61 2.32 22% 53% 29% 19%

Region8 20240302 242 4.82 2.96 69% 92% 29% 22%
Region8 20240611 48.4 5.64 3.55 37% 74% 40% 30%

Table 8.1: Statistics of traces used in drift evaluation. Data for Region8 in 2023 is missing
from the table as it was not available to us prior to 2024.

Trace statistics Table 8.1 shows statistics for the different traces and time periods. We note that
the compulsory miss rate appears to have the most variability across time periods, and postulate
that it might be useful in designing a measure of drift.
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8.3 Evaluating drift across time and clusters

We performed two sets of experiments, where we used 1) a different time period for training or
2) a different cluster for training. In both cases, we evaluated on the respective cluster for the
20240611 period.
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(a) Region7, 15 months’ gap
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Figure 8.4: Drift over time decreases ML performance. The increase in peak load is worse
with ML prefetching methods (the middle two). TrainGroup refers to the time period used to train
the model; the TestGroup in both cases was 20240611.

Figure 8.4 shows that training the ML model using an older dataset (in blue) causes a decrease
in performance. A larger performance degradation was observed with Region7, where the gap
between the training and test period was longer. With Region7, a larger gap is observed when
Baleen is used with ML prefetching, with the smallest gap when Baleen is used with static
prefetching (All on Partial Hit).
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Figure 8.5: Drift: training using a different region decreases performance. The colors denote
the trace used at test time, with a shaded pattern if the training trace used is a different cluster than
that used for testing.

Figure 8.5 evaluated how performance would be affected if different regions are used for
training and testing, which could also be considered a form of synthetic drift (sudden drift) since
the change is not across time. Training the ML model using training data from a different cluster
(albeit from the same time period) shows a decrease in performance. The drop in performance is
worse for methods that use ML prefetching (the middle two) and the least when static prefetching
is used (All On Partial Hit).

8.4 Drift mitigation via retraining
To the best of our knowledge, researchers have not explored how long a window should be used to
gather training data or how often the model should be retrained.

Frequency of retraining We created an online version of Baleen which would accumulate
training data on the fly (and use RejectX as a fallback option initially until it had accumulated
enough training data). We then tested it with different retraining frequencies, with the results
shown in Table 8.2. We found that a longer retraining interval (and hence, in this case, a longer
training period) was slightly beneficial in terms of Disk-head Time saved. In this experiment, the
retraining frequency and training period length were coupled together.
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Table 8.2: Frequency of retraining.

Retraining interval Disk-Head Time Saved Ratio
0 hours 42.88%
6 hours 42.69%

12 hours 43.09%
24 hours 43.83%

Training period length We also conducted an experiment to vary the training period length to
understand how much history is needed for an effective ML policy, and to understand the impact
of training period length separately from retraining frequency. For the set of experiments shown
in Fig 8.6, the ML policy was trained once for the specified length (starting from the start of
the trace). These experiments were conducted using the 2023 traces. We observed that there is
diminishing marginal performance after a period of 1-2 hours, which coincidentally happens to
correspond to the average eviction age.
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Figure 8.6: Training period length.

8.5 Future work

A system that optimally mitigates drift should adapt quickly to drift, distinguish noise from drift,
and recognize recurring contexts, according to [74]. For the context of flash caching in data
centers, we also desire that the system be computationally efficient as it must run in real-time on a
data stream with many queries per second and be able to recognize recurring contexts without
storing an excessive amount of past data.
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Identifying recurring contexts and mitigating recurring drift Instead of using a raw access
trace, we will need to devise a compact representation of training data (likely episode-based), and
to come up with a similarity metric to aid in identifying recurring contexts. Clustering, such as
that used in GL-Cache [91], will be useful to reduce the number of past contexts we need to store.

A simple, first-cut solution would be to implement a drift detector and build in a heuristic
policy as a fallback. A more complex solution would involve recognizing recurring drift. This
means comparing the current workload to past patterns, which can be done in whole (comparing
the current hour with a past hour) or in part after detanglement (comparing the current hour for
items with this feature value with a past hour for items with the same feature value). Exploiting
recurring contexts has the most potential for improving performance, since unseen data drift (that
has not occurred in the past) is unavoidable for all drift mitigation systems [50]. Being able to
detect and handle different speeds of change is important. In hyperscalars where flash caches are
common, some causes of sudden change (e.g., configuration changes) are caught by site reliability
engineers and performance testing, and addressed in a timely manner. Slow drift can be harder to
deal with as it creeps up over time, and if the original engineers who implemented a ML caching
policy are no longer available to deal with it, the easiest solution for a systems practitioner is to
turn the ML policy off and revert to a heuristic baseline. It would be useful for our solution to
quantify the different types of covariate drift (e.g., the number of new feature values) and concept
drift (e.g., how different the decision tree models are) over time and optionally trigger an alarm to
flag the need for human intervention.

Federated learning Being able to operate at the level of the individual node (perhaps via
federated learning [31]) instead of requiring central training and coordination would be a bonus.

Feature selection We should also consider adding seasonality features such as day-of-week
and hour-of-day. Automated feature selection may also be part of a drift mitigation solution, as
features may become less or more useful over time (for instance, the pipeline feature was part of
an initial ML model but later dropped).
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Chapter 9

Lessons learned from other ML-guided
caching explorations

Baleen is the end result of substantial exploration and experimentation with ML for caching,
including negative outcomes from which we drew lessons and see unrealized potential. This
section shares and quantifies these lessons.

9.1 ML for flash eviction
We examined how we could use ML for eviction, in tandem with our ML admission and our ML
prefetching policies. While having a good admission policy may be instrumental to flash caching
performance, using a standard eviction policy (LRU, FIFO) in tandem with it leaves performance
on the table. ML for eviction is a well-studied problem compared to admission and prefetching,
and we provide more detail on the challenges we faced and the opportunities for future work.

9.1.1 Background
ML has been applied to eviction policies in DRAM caches, while the conventional policy in
flash caches has been to use a simple eviction policy (such as LRU or FIFO) and have a complex
admission policy. However, flash caches like RIPQ [72] have eviction policies (Segmented-LRU,
GDSF) designed to reduce write amplification, indicating that being flash-aware can matter in
eviction policies too.

For a simple DRAM cache, Bélády’s algorithm [4] (evicting the item with the longest time
to next access) is the optimal eviction policy for maximizing hit ratio. This assumption breaks
down quickly in real systems: others have shown it is not optimal for flash caching as it does not
consider write endurance [16], nor is it optimal for variable size objects [9, 82], optimizing byte
miss ratios [82], or variable size caches [41]. Despite these limitations, Bélády’s remains the
go-to benchmark for eviction policies [99] even though other benchmarks have been proposed to
address some of its limitations [9, 16, 41].

A common way to apply ML to eviction is to learn a relaxed version of Bélády. With any ML
variant of Bélády, the efficacy of the method hinges upon how well the time to an item’s next
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access can be predicted, which varies from workload to workload. Different ML architectures have
been tried including GBMs [68, 88], SVMs [66], LSTMs [40], and RL [86, 87]. Offline methods
are trace-based, which often requires separate training infrastructure and may be susceptible to
workload drift, while online methods such as RL suffer from a long delay in rewards [6]. Others
have proposed different ways to apply ML, such as learning from distribution (e.g., LHD [3]),
learning from simple experts (e.g., LeCaR [77], CACHEUS [63]), and group-level learning [91].

While surveying ML eviction policies, we found others encountered problems that Baleen
addresses, e.g., the need to prioritize sampling less popular objects around the decision bound-
ary [68] and insufficiency of optimizing for hit ratio alone [82]. They mitigated these problems by
applying one-off heuristics that were not adopted by successive works. Applying the episodes
model could improve the training process for predicting time to the next access. We can also exploit
characteristics of flash caching workloads (e.g., focus on throughput over latency, block-segment
structure) and apply ML to eviction in other ways, such as classifying items into different eviction
queues.

9.1.2 Analytical model showed potential benefits of early eviction in reducing
cache space needed

Episode #2

Episode #1

One LRU queue = One Eviction Age = Same Dead Time

Time

Block 1

Block 2

Dead Time

Dead Time

Figure 9.1: Dead Time in episodes. The dead time of an episode is the logical time between the
last access in an episode and the time it is evicted. This is equal to the cache’s eviction age. For
LRU, the expected dead time for each item is constant. A longer eviction age is necessary to get
all hits in Episode 2, but not Episode 1. Episode 1 would have less dead time while still getting all
hits with a much lower eviction age.

Dead time accounts for 50% of time in cache. If items could be evicted immediately after they are
last accessed in an episode, instead of waiting to leave the cache, this would decrease dead time to
zero and result in a greater effective cache size. Episode-based analysis showed mean Disk-head
Time could be reduced by up to 11%, showing that there is still significant room for improvement
in eviction policies.
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9.1.3 Improving eviction by using ML to predict episode properties

Using ML to predict episode timespan. The most useful episode property to predict would
be episode timespan, the time between the first and last access in an episode. An eviction policy
could evict the item after the predicted time passes. If perfectly accurate, this would reduce dead
time to zero. Moreover, this could also be used to group together things that will be evicted at the
same time to lower flash write amplification. We trained ML regression models to predict episode
timespan, but found ML model accuracy to be low, as shown by the low 𝑅2 score in Table 9.1.
Thus, we sought to evaluate other episode properties.

Using ML to predict maximum interarrival time for a TTL-based (time-to-live) eviction
policy. The maximum interarrival time of an episode is the largest of the interarrival times
between accesses. We found that this could be predicted much better than episode timespan, as
shown in Table 9.1. In a typical LRU eviction policy, the dead time is the cache eviction age. The
eviction age of a cache is necessarily larger than the maximum interarrival time of all episodes. If
we knew the maximum episode interarrival time, we could evict items before the full eviction age,
thus reducing dead time and cache space needed.

Fig 9.2 shows the cumulative write rate of episodes for increasing maximum interarrival times,
indicating that the majority of episodes have a maximum interarrival time of 10 minutes or less,
meaning that the many items could be evicted early 10 minutes after the last access, instead of
having to wait for the full eviction age of the cache (e.g., 2 hours). Otherwise, for many of these
items that have a few accesses in quick succession, the time spent in cache is dominated by the
2-hour eviction age (and thus dead time) rather than the useful timespan which may only be a few
minutes.

Metric 𝑅2 score
Timespan (logical) 0.34
Timespan (wall-clock) 0.36
Max Interarrival Time (wall-clock) 0.52

Table 9.1: Predicting different targets for ML eviction We evaluated different episode properties
for use as intermediate targets in ML eviction policies. Timespan refers to the time between
the first and last access in an episode, while the maximum interarrival time refers to maximum
time between any two consecutive accesses in the episode. Logical time refers to time in logical
timestamps (the order of requests seen by the cache). 𝑅2 (coefficient of determination) is a
regression metric measuring the goodness of fit, with random noise having a value of 0 and a
perfect fit having a value of 1.
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Figure 9.2: Maximum interarrival times for episodes. For example, episodes with interarrival
times no larger than 10 seconds account for 40% of writes in OPT-admitted episodes for Region3.

We implemented a TTL (time-to-live) cache where each cache item has an associated expiry
time, which is extended with every hit. If the time since the last access exceeds the TTL, the item
is considered as available for eviction. We then evaluated an extension of OPT called OPT-TTL,
where TTL is set to the maximum interarrival time within each episode. This saved 2% of
Disk-head Time for Region7, as shown in Fig 9.3.
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Figure 9.3: OPT-TTL: An optimal TTL-based eviction policy with early eviction. This saved
only 2% of Disk-head Time for Region7, indicating that there remains work to be done.

Additional work remains to be done to explore how the amount of Disk-head Time savings can
be increased, and to translate the policy from OPT to ML (and deal with the accompanying drop
as we go from potential to actual savings).
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In terms of feasibility of implementation, CacheLib supports efficient TTL eviction in DRAM
with Meta employing it successfully in key-value stores where the TTL is set manually for each
use case. However, additional work is required to adapt it for flash (without excessive write
amplification) and to predict an appropriate TTL.

9.1.4 Future work

Improving on TTL-based eviction Here, we list additional improvements that could be
implemented to improve on the current TTL-based eviction policy.

1. Adjust the TTL prediction on successive hits. A further extension would be to continue
adjusting the TTL value as hits (and information) arrive, and not just set it once at insertion.
For instance, a possible strategy could be to adjust the TTL prediction based on observed
interarrival times after the item is inserted. (In a queue-based implementation, this could be
realized by having allowing evictions from one queue to be inserted into another queue, not
unlike what is described in the Multi-Queue policy for second level buffer caches [108],
although care needs to be taken to avoid additional flash writes in the process.)

2. Predict variance of interarrival times for episodes Episodes could be grouped by their
predicted maximum interarrival time plus a constant (𝑀𝑎𝑥𝐼𝐴 + 𝑐), where 𝑐 corresponds
to the variance of interarrival times. The access patterns of blocks vary in predictability,
ranging from those with short, deterministic timespans/interarrival times to access patterns
that are essentially memory-less and Poisson-like. Determining where an episode falls on
this spectrum can be helpful in adjusting the eviction strategy (and potentially admission as
well).

Future work could also include a full evaluation with smaller cache sizes (to see if the same Peak
Disk-head Time can be achieved with smaller caches), as well as comparisons with state-of-the-art
eviction policies such as LRB [68] and TinyLFU [18].

Using multiple FIFO or LRU queues Another avenue of work would be to apply ML to a setup
with multiple LRU or FIFO queues, and to determine the optimal queue sizes for those setups.
Recently, cache policies centered on FIFO queues have been shown to work well in production
DRAM caches [92, 94, 100].

Having multiple LRU queues would allow for differentiated eviction while being simpler to
implement than a TTL cache, with less overhead. If we knew the maximum interarrival time of
episodes, we could group insertions into different queues by their maximum interarrival time,
reducing dead time and making better use of the cache space. Episodes could be grouped by their
(predicted) maximum interarrival times (e.g., 0-10 seconds, 10-60 seconds, 1-10 minutes, 10-60
mins, above 60 minutes).
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Figure 9.4: Opportunity for differentiated eviction strategies (multiple queues).

For example, in Fig 9.1, Episode 1 has a much lower maximum interarrival time than Episode
2. With a single LRU queue (Fig 9.4a, the eviction age is the same for both episodes and there is
more dead time. Each episode remains intact as long as the eviction age is more than its maximum
interarrival time. Thus, Episode 1 can be placed in a queue with a much lower eviction age without
loss of hits compared to for Episode 2. By placing these episodes in separate queues (Fig 9.4b), the
dead time for Episode 1 will be reduced, making the cache more efficient in its use of space. This
efficiency increase is reflected in the slightly higher eviction age for the second queue in Fig 9.4b.

The amount of cache space to allocate to each queue could determined offline using our
episodes model based on the expected size footprint of admitted items from each group (i.e., by
reading off the y-axis for the intersections between the dotted vertical lines and each workload’s
CDF in Fig 9.2.)

9.1.5 Summary

In summary, our ML for eviction efforts showed us the difficulty of predicting episode timespan,
while showing that there was potential for a TTL-based eviction policy which predicts the
maximum interarrival time of episodes.

9.2 ML for DRAM placement to reduce writes

The design of hybrid caches and how to best use a mix of DRAM and flash is a recurring topic of
interest. Conventional wisdom is to promote an object to the higher level in a memory hierarchy
(i.e., DRAM) when there is a hit on an object in a lower level (i.e., flash). This was designed
with latency in mind, but does not help in reducing flash writes (see §9.7). If an item is present
simultaneously in DRAM and flash, it means wasted space.

We found that a small DRAM cache used in this conventional manner does not contribute
significantly in improving end-to-end caching metrics. Thus, instead of retaining popular items in
DRAM, we sought to explore if DRAM could be used to play a very different function within our
hybrid cache setup: reduce flash writes.
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Now: DRAM evictions get inserted into flash
On flash hit, items are inserted into DRAM

DRAM cache (10GB)

Flash cache (400GB)

Item reinserted to DRAM on hit

Figure 9.5: Use of DRAM in hybrid caches. DRAM is typically used as a small cache in
front [5] or behind [97] a larger flash cache. All items must pass through DRAM, meaning that
popular items (that will be admitted to flash anyway) waste space in the DRAM cache.

9.2.1 Background

In hybrid caches, heterogeneous storage mediums are used to meet design goals. HDDs are most
cost-effective for capacity and flash drives are more cost-effective for IOs than HDDs. DRAM
has higher throughput per byte than flash, but Tectonic-Shift [103] found that the bandwidth of
DRAM-only storage nodes is in practice limited by NIC throughput (at 100 Gbps) and that flash
drives would have the same bandwidth per watt as DRAM.

Flashield [21] admits every item to DRAM first and uses the number of reads and writes
to determine which items are more suited for flash, while treating DRAM and flash as a single
memory pool for eviction (CLOCK, a LRU approximation, is used). In production systems,
DRAM has been used as an additional buffer in front of [5] or behind [97] a larger flash cache.
The high flash-to-DRAM ratio of production caches (1:40 in Meta’s Tectonic [26]) means that the
effect of DRAM on end-to-end systems metrics are limited and that DRAM lifetimes are too short
for Flashield (which was designed for a 1:7 ratio) to be effective [5]. (More details are provided in
§5.4.2.)

Thus, we assert that a better way to utilize a small amount of DRAM would be to use it
selectively and judiciously to reduce flash writes instead of letting every item pass through DRAM.
This is a fundamental difference with other systems that also use DRAM as a filter [5, 21]. In
Tectonic, the DRAM available for caching is 1/40 that of flash [26], meaning that using DRAM to
extend the cache size or even to collect features for later admission has minimal impact. When we
simulated a DRAM cache in front of the flash cache, a DRAM eviction age of 10 seconds to 1
minute was typical.

9.2.2 Evaluation

We proposed and evaluated multiple approaches, all of which revolved around admitting only a
fraction of items to DRAM and ensuring that they are retained in DRAM for only a short time
before being evicted.
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Figure 9.6: Proposed use of DRAM in hybrid caches. We proposed that items be classified
into three groups: those that should be admitted to DRAM only, those that we expect to gain
more knowledge on within their DRAM lifetime, and those that should be admitted to flash only,
bypassing DRAM.

9.2.3 Using DRAM to gain more information on episodes before deciding
Design Here, we use DRAM to gain more information and figure out which items are worth
admitting into flash. For items in this category, upon a hit (or more, if necessary to make the
decision to admit), they would be evicted from DRAM and inserted into DRAM.

With a perfect admission policy, items would be admitted into flash directly. Real policies
make mistakes: false positives (causing wasted writes) and false negatives (lost opportunities
to reduce backend load). 45% of flash writes are wasted for Baleen (i.e., do not receive a hit
after being admitted) which is double that of OPT’s 20%, showing that flash writes could be
reduced by up to 25% with better ML admission. Moreover, items that share the same metadata
features cannot be distinguished the first time they are seen by a ML admission policy. Admitting
such items into DRAM provisionally for observation gives the cache additional information to
distinguish whether they will have further reuse.

While systems such as Flashield [21] may also use DRAM as a filter, the key difference is
that they let every item pass through DRAM. This results in DRAM lifetimes that are too short to
collect the information required. To mitigate this, we propose to reduce both the number of unique
items admitted to DRAM and to cap the DRAM lifetimes of items.

First, apply a filter to select items for DRAM, such as by selecting items that are within the 10%
of items closest to the admission threshold cut-off, or by training a ML model to identify those
items that would benefit (e.g., items that are indistinguishable at first access but have subsequent
follow-up accesses that enable them to be separated from the duds). Second, use a FIFO-like
policy instead of LRU to avoid popular items hogging DRAM. Third, add a heuristic to quickly
evict items to flash items that have been shown to be worth admitting to flash.
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We are not the first to suggest using a FIFO policy for modern caches, with others having
compared the trade-offs of FIFO and LRU [23, 93].

Results We assessed the feasibility of this approach by looking at the information gained about
an item during its DRAM lifetime. We found that 37.2% of OPT-admitted episodes (equal to
45.7% of write budget) have a second access within 10s of the first, while 26.7% of OPT-rejected
episodes have a second access within 10s of the first. If there is a second access within 10s of the
first, the probability of the episode being an OPT-admitted episode is 23.5%. This suggests that
the threshold for admission to flash may need to be higher than 1 hit within 10 seconds in order for
precision to be acceptable and avoid excessive false positives.

However, we realized that the DRAM to flash ratio is too skewed in our setup for this to work
well. Most items never receive enough DRAM hits during the time needed and the features are
not discriminating enough to be able to filter enough episodes out to the degree required to raise
eviction age to the length required to get the amount of data required.

In future work, we would want to evaluate this approach with much larger RAM caches to see
if that would make this approach feasible.

9.2.4 Admit episodes with a very short timespan directly to DRAM
Design These episodes are short enough to be stored in DRAM for their entire lifetime and
bypass flash entirely. Since their useful time in cache is so short, their eviction age under a typical
policy like LRU would dwarf the time between the first and last hit and thus these episodes would
have a high dead time ratio.

In choosing admitted episodes to place in DRAM instead of flash, we prioritize episodes with
the short time in cache regardless of their size to maximize the benefit-cost ratio (as flash writes
and space taken up in DRAM are both proportional to the episode size and thus cancel out), we
aim to admit episodes with the shortest time in cache regardless of their size in order to maximize
the benefit-cost ratio:

𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡

𝐶𝑜𝑠𝑡
=

𝑊𝑟𝑖𝑡𝑒𝑠𝑆𝑎𝑣𝑒𝑑

𝑆𝑝𝑎𝑐𝑒𝐼𝑛𝐷𝑅𝐴𝑀 ×𝑇𝑖𝑚𝑒𝐼𝑛𝐷𝑅𝐴𝑀
=

𝑁𝑜𝑂𝑓 𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑠

𝑁𝑜𝑂𝑓 𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑠 ×𝑇𝑖𝑚𝑒𝐼𝑛𝐶𝑎𝑐ℎ𝑒
=

1
𝑇𝑖𝑚𝑒𝐼𝑛𝐶𝑎𝑐ℎ𝑒

A policy like FIFO rather than LRU makes sense here, given that we expect these episodes to
have a short timespan. We can train a ML model to identify episodes with a short timespan, with
this model being run on the first miss.

Results Using the analytical model, we assessed the potential benefit from this approach.
Consider a DRAM eviction age of 10 seconds. 11.3% of OPT-admitted episodes have interarrivals
no longer than 10 seconds (from Fig 9.2). If we can identify them and admit them only into
DRAM, we could save 7.8% of flash writes. If we are able to increase DRAM eviction age to
1-min, those numbers increase to 15.6% of OPT-admitted episodes and savings of up to 11.0% in
writes.

However, further progress on our workloads was stymied by the lack of success in developing
an accurate model to predict episode timespan, as explained in §9.1.3. However, this could be
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worth revisiting on other workloads or feature sets that enable accurate prediction of episode
timespan.

9.2.5 Future work
Avoid flash entirely for blocks with a scan and churn pattern. These episodes may have long
timespans at the block level, but at the segment-level have no reuse during their cache lifetime and
thus the useful timespan of each segment is zero. Scan and churn patterns are present in most
workloads and known to be challenging for LRU and LFU caches [63]. Scan patterns are those in
which items are accessed exactly once (often in sequence), while churn workloads have working
sets larger than the cache size potentially causing the cache to lose older valuable items. Examples
for both are shown in Fig 9.7.

Figure 9.7: Scan and churn workloads. Scan, churn, LRU-friendly and LFU-friendly workloads
from the FIU block I/O traces are shown in this figure from [63].

An example of a scan pattern is a block being accessed segment-by-segment in sequence, with
no actual reuse of any segment. In churn workloads, items are equally likely to be accessed and
not necessarily in sequence.

Scan episodes in particular are good candidates for prefetching and admission, but should be
prioritized for placement in DRAM and fast eviction after a single hit as there is no reuse. If churn
workloads have too large a working set and too poor spatial locality to benefit from prefetching,
they should be rejected from both flash and DRAM.

A ML model could be trained to identify blocks with a scan pattern and then admit them
directly to DRAM, bypassing flash.

Adding features to coordinate eviction with prefetching Adding the prefetcher’s decision as a
decision would be a promising extension, since we expect prefetching may be positively correlated
with both. We also expect this to increase the net benefits from prefetching, since, for instance,
coordinating with the prefetcher to default to faster eviction or DRAM placement for prefetched
segments would help to reduce the cost of false positives in prefetching.
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9.3 More advanced models: Cache Transformer
GBMs are relatively simple and thus we also implemented more complex ML models for learning
cache access patterns. Specifically, we add two deep models used to learn sequences in natural
language processing:

Baseline: MLP feedforward A basic multilayer perceptron (MLP) feedforward model that
takes the same features as our GBM model, i.e., only features from the current access, with a
single hidden layer of size 80.

Cache Transformer architecture A Transformer [75] encoder that uses features from the prior
ℎ (ℎ = 16) accesses in addition to the current access. Instead of sequences of words, it uses
sequences of accesses. We describe the details in the section below.

9.3.1 Neural Architecture of Cache Transformer

Figure 9.8: Cache Transformer architecture.

As shown in Fig 9.8, the Cache Transformer architecture consists of a series of Transformer
encoders stacked together, with a linear classifier at the end. Before being passed to the first
encoder, the windows are normalized and a sinusoidal positional encoding is applied. The encoders
serve the purpose of learning and evaluating the self-attention between different accesses in the
window. After the windows are passed through all the encoders, a final linear layer maps the last
encoder’s output to the model’s prediction, which is represented as a probability distribution.

First, the model passes the sequence through a sinusoidal positional encoding to inject relative
position information. Then, the encoded sequence is passed through 6 encoders with 4 attention
heads each, followed by a linear layer that maps to a similar binary probability distribution to the
MLP feedforward model.
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9.3.2 Training setup
Neural network models such as the Transformer used PyTorch for training and prediction. When
training the Transformer neural network models, positive training examples are upsampled to
balance out the classes and reduce the tendency to overfit. The MLP used for comparison had one
80-size hidden layer. Neural network training was done using RaySGD on a cluster with 8 Nvidia
GeForce Titan X GPUs.

9.3.3 Evaluation
We found that GBM performs best (0.2% better than Cache Transformer), despite only having
features for the current access. This was contrary to our hypothesis that more historical information
and access to the pattern of accesses would help model performance.

0 5 10 15
Drive Writes Per Day (DWPD)

0

10

20

30

40

50

Se
rv

ic
e 

Ti
m

e 
Sa

ve
d 

(%
)

GBM
Transformer
Feedforward
OPT

(a) Disk-head Time Saved against Write Rate.

0.28 0.30 0.32 0.34 0.36
True/false score

0

10

20

30

40

50

Se
rv

ic
e 

Ti
m

ed
 S

av
ed

 (
%

)

GBM
Transformer

(b) Disk-head Time Saved against true/false linear
regression score (𝑅2). 𝑅2 goes from 0 (random
noise) to 1 (perfect fit).

Figure 9.9: Different architectures for ML admission. GBM is the best non-OPT policy. A
10%-trace was used. Mean DT is reported here, relative to no cache. Service Time is the old name
for Disk-head Time.

Table 9.2: Performance of different models, online and offline. ℎ denotes the number of past
accesses used as input into the model. Write rate and IO hit rate are from online simulations.

Model (ℎ, history) Loss Offline accuracy Online accuracy Write Rate IO hit rate
MLP feedforward (ℎ = 1) 0.41 90.2% 88.5% 28.1 MB/s 48.1% (-8.6%)
Transformer (ℎ = 16) 0.18 92.6% 89.5% 42.9 MB/s 49.3% (-6.5%)
GBM (ℎ = 1) - 93.8% 91.1% 37.9 MB/s 49.4% (-6.3%)
OPT - 100% 100% 30.4 MB/s 52.7%

Delving deeper, we show the precision and recall for the different methods in Table 9.3. We
observe that GBM produces the highest F1-score, i.e., it balances recall and precision the best.
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The MLP has the highest precision at the expense of recall. We observe that amongst the ML
models, the trend in write rates corresponds with the trend in precision.

Table 9.3: Recall, precision, and 𝐹1 score of models. GBM has the best 𝐹1 score amongst
non-OPT policies.

Model Precision
(%)

Recall (%) F1
score

MLP feedforward (ℎ = 1) 85.6 35.5 0.502
Transformer (ℎ = 16) 66.7 50.7 0.576
GBM (ℎ = 1) 76.8 51.9 0.619
OPT 100 100 1

9.3.4 Summary

Although we cannot dismiss the possibility that the Cache Transformer model is held back by our
training process, a challenge we struggled with was the highly imbalanced classes. GBMs are
known to be robust and work out of the box on many datasets. Baleen hence uses GBM given that
it performs best and is the most efficient of the options explored.

9.4 Segment-aware admission

Segment-aware admission’s potential Baleen operates at the block level and can only choose
to admit or reject the entire access range, rather than individual segments (unlike RejectX). This
approximation results in performance being left on the table, versus admitting only what is actually
needed. We speculate that some of RejectX’s strong performance as a baseline is due to its ability
to admit only part of a block.

Extending episode model for segment-awareness Segment-aware admission allows the policy
to admit only part of an episode, i.e., a sub-episode. A sub-episode is a consecutive range of
segments from an episode, that are always accessed at the same time. There are four sub-episodes
in Fig 9.10a and 9.10b, represented by the four colors. The cost of these sub-episodes are the
number of segments written (y-axis), whereas the benefit (in hits) depends on the exact combination
of sub-episodes admitted (see Table 9.4).
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Figure 9.10: Segmentaware admission modeled using sub-episodes 9.10a represents a naive
segment-aware model, 9.10b represents a time-aware model that is more accurate in modeling
cache space and (c) represents a model that allows admissions for the same segment twice in one
episode. 9.10c is complex to implement as it must model re-admissions and segments falling out
during the episode. Sub-episodes present are represented by the different colors. The y-axis is
the segment offset, and the x-axis is time. Each column represents one access or I/O. The cost
of these sub-episodes are the number of segments written (y-axis), whereas the benefit (in hits)
depends on the exact combination of sub-episodes admitted. See Table 9.4 for examples.

Table 9.4: Costs and benefits are illustrated for sample decisions. These are with reference to
the sub-episodes presented in Fig 9.10a and Fig 9.10b. EA stands for Eviction Age.

Admit Hits (IOPS) Hits (Segments) Segments Useful time in cache Total time in cache (∝ 1
cache size )

{orange} 0 4 2 2 * 7 (episode timespan) = 14 14 + 2 * EA
{yellow} 3 7 1 1 * 7 = 7 7 + 1 * EA
{orange, yellow} 5 11 3 3 * 7 = 21 21 + 3 * EA

Figure 9.10 shows 3 different ways of modeling segment-aware admission:

1. by splitting only along the segment dimension (1D bin-packing),
2. by splitting along both the segment and time dimension (improved version of 1D bin-packing),
3. allowing further splits along the time dimension (2D bin-packing).

Together, Figure 9.10 and Table 9.4 illustrate the decision space that a segment-aware policy must
consider.

Making our analytical model and simulators segment-aware added another level of complexity
as they now had to keep track of which of the 64 segments were being admitted. Our revised
segment-aware analytical model estimated a potential reduction of Disk-head Time by 11%.

To get decisions for an online policy, we posed the problem of segment-aware admission as a
bin-packing problem. We developed a greedy solution to the fractional knapsack version of this
problem and ran it in simulation to give an upper bound of the benefit attainable. Further, we
developed a greedy heuristic algorithm shown in Algorithm 1 to determine admission decisions.
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Algorithm 1 Greedy segmentaware admission policy

Require: PQ: Priority queue weighted by 𝑏𝑒𝑛𝑒 𝑓 𝑖𝑡

𝑐𝑜𝑠𝑡

// Generate all possible episodes and put into priority queue
1: for each block do
2: for each episode do
3: for each unique segment range do
4: // Create a sub-episode
5: 𝐶𝑜𝑠𝑡 ← number of flash writes (segments to be written)
6: 𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 ← hits (excluding first access in each episode)
7: PQ.insert(𝑆𝑢𝑏𝐸𝑝𝑖𝑠𝑜𝑑𝑒(Cost, Benefit))
8: EpisdesByBlock.append(SubEpisodeId)

// Run greedy algorithm to iteratively pick the best SubEpisodes to admit
9: 𝑊𝑟𝑖𝑡𝑒𝑠𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔←𝑊𝑟𝑖𝑡𝑒𝐵𝑢𝑑𝑔𝑒𝑡

10: while𝑊𝑟𝑖𝑡𝑒𝑠𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 > 0 do
11: 𝐸𝑝𝑠 ← PQ.pop() ⊲ Pick episode with highest benefit/cost
12: 𝐽𝑢𝑠𝑡𝑊𝑟𝑖𝑡𝑡𝑒𝑛 ← []
13: for Segment in Eps.SegmentRange do
14: if IsWritten[Block][Segment] is false then ⊲ Mark segments as written
15: 𝐼𝑠𝑊𝑟𝑖𝑡𝑡𝑒𝑛[𝐵𝑙𝑜𝑐𝑘] [𝑆𝑒𝑔𝑚𝑒𝑛𝑡] ← 𝑇𝑟𝑢𝑒

16: 𝑊𝑟𝑖𝑡𝑒𝑠𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔←𝑊𝑟𝑖𝑡𝑒𝑠𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 − 1
17: 𝐽𝑢𝑠𝑡𝑊𝑟𝑖𝑡𝑡𝑒𝑛.𝑎𝑝𝑝𝑒𝑛𝑑 (𝑆𝑒𝑔𝑚𝑒𝑛𝑡)
18: for each OtherEps that overlaps with Eps.SegmentRange do
19: // Update Marginal Cost
20: 𝑂𝑡ℎ𝑒𝑟𝐸𝑝𝑠.𝐶𝑜𝑠𝑡 ← 𝑂𝑡ℎ𝑒𝑟𝐸𝑝𝑠.𝐶𝑜𝑠𝑡 −∑𝑠∈𝐸𝑝𝑠.𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑅𝑎𝑛𝑔𝑒,𝑠∈𝐽𝑢𝑠𝑡𝑊𝑟𝑖𝑡𝑡𝑒𝑛 1

At the time, we were deciding between prioritizing development on segment-aware admission
versus getting prefetching to work. Our results from the fractional algorithm showed that the
potential gains from prefetching had far more impact than even a perfect segment-aware policy
could have. The impact of prefetching turned out to be substantial, as we discussed during in the
chapter of Baleen.

Summary Our judgment call is that segment-awareness did not yield sufficient benefits to justify
including it in Baleen and adding significant complexity (and source of bugs), but we would not
rule out the possibility of a different trade-off being made for other bulk storage systems with
different workload characteristics.

9.5 Benefit attribution for Baleen and quantifying gap to OPT

Understanding how Baleen derives its benefits over other policies is essential for other practitioners
to understand if the gains are also applicable to their own systems.
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Baleen’s metadata features are essential to its performance We attempted to assess the
importance of Baleen’s features in 3 ways, in decreasing order of convenience: 1) Decision
tree importances, 2) SHAP (SHapley Additive exPlanations) values, and 3) ablation studies in
which we evaluated Baleen end-to-end using a subset of features for training. Our conclusion
was that there is no substitute for ablation studies, especially when the relationship between ML
model accuracy and end-to-end system performance (in Disk-head Time) is a noisy one. That
being said, decision tree importances are cheap to compute and are still helpful as a quick sanity
check. Decision-tree classifiers (including the Gradient Boosting Machines we use) offer feature
importances for free, most commonly by counting the number of times each feature is used in a
split during the model building process.

(a) Decision Tree importances (splits)

(b) SHAP values

Figure 9.11: Examples of feature importance methods

Using ablation studies, we determined that the metadata features (user, namespace, op) were
the most useful, followed by the size-related features (start, end, size) and then the dynamic
usage-based features. We also evaluated additional features such as the shard but found they did
not improve performance by any appreciable amount.
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Size-awareness is essential and Baleen learns it implicitly. In early experiments with ML
admission, we took an existing ML policy and added size-awareness to it by taking the model’s
output probability and dividing it by the number of flash writes required to admit the item, which
gave a 5%-savings in mean DT.

We found that with Baleen’s episodes model, we could do away with this explicit size-awareness
and instead optimize for size-awareness end-to-end by having it incorporated in the scoring function
of OPT. As long as size-related features (IO start, IO size) were provided, Baleen was able to learn
size-awareness implicitly.

Baleen suffers from late admissions but is limited by feature quality Fig 5.8 shows a
remaining gap of 16%, indicating significant room for improvement. Episode-based analysis
shows 9% of DT is lost to late admissions (i.e., where episodes are admitted after the first access).
We observed Baleen learning to reject almost all items on the first access (a behavior similar to
RejectX). Many training examples shared identical features (on the first miss) but had different
labels. Baleen thus predicted the most probable label for each feature set (i.e., Bayes Optimal
classifier behavior). We validated this finding by approximating a Bayes optimal classifier in
analysis, and found an appreciable gap between it and OPT. Since dynamic, history-based features
cannot differentiate unseen items, we hypothesize that better metadata features are required to
distinguish the few true positives.

9.6 Prefetching on PUT

Prefetching-on-PUT can yield an additional hit on the first-ever access to the item. However, the
odds make it a challenging problem as many written blocks are not touched again for the duration
of our traces. The classes are even more severely skewed than for plain admission or prefetching,
making it a burden rather than a boon for admission most of the time.

Table 9.5: PUT statistics of traces

Dataset Year PUT-Only Blocks #PUT / #Acc
Region1 2019 46% 13%
Region2 2019 81% 14%
Region3 2019 46% 16%
Region4 2021 40% 10%
Region5 2023 33% 9%
Region6 2023 38% 10%
Region7 2023 38% 12%
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Figure 9.12: Predicting Prefetch on PUT. We show the recall and precision curves of two ML
classifiers needed for Prefetch-on-PUT to work. HasEpisode denotes whether an item inserted
upon PUT will get a hit before being evicted, whereas ToPrefetch predicts whether the episode
will be admitted by the OPT given the flash write rate constraints. A classifier with a recall of 1
returns true on all true positives and a classifier with a precision of 1 has zero false positives.

We trained two classifiers: one to predict ToPrefetch, whether a PUT is followed by an
episode that will be admitted by OPT; and HasEpisode, whether the time between a PUT and the
subsequent GET is less than the cache eviction age.

Table 9.5 shows that an average of 46% of blocks across traces only have PUTs, meaning that
This means that a classifier must be extremely accurate or else incur costly false positives.

Unfortunately, as shown by Fig 9.12, the ML classifier we trained does not exhibit a good
precision-recall curve (to the right and up is better), with precision dropping rapidly as recall
increases. We trained two classifiers: one to predict ToPrefetch, whether a PUT is followed by
an episode that will be admitted by OPT; and HasEpisode, whether the time between a PUT and
the subsequent GET is less than the cache eviction age. For a RAM cache, predicting HasEpisode
correctly is sufficient, but for a flash cache, the policy also has to predict ToPrefetch correctly.
Both need to be accurate in order for prefetching on PUT to work for a flash cache. Thus, we
deem it not suitable for our workloads, but would not rule it out for other workloads with higher
incidences of read-after-writes.

9.7 Lessons from ML deployment in production

We summarize a few lessons gleaned from 3 years of ML deployment in production caches at
Meta. We were able to address some of these issues with Baleen, while others remain for future
work.
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ML model performance does not always translate to production system performance. The
same algorithm performs differently when moved from offline to online settings, and again when
moved from development to production environments. Evaluation in production is slow (many
days needed to collect data in real time) and laborious (restarts, aborts, debugging). This makes
it challenging to tune thresholds and evaluate improvements to ML policies. The plethora of
directions makes it hard to decide on the best path forward without extensive exploratory research.
This motivated our episodes model that allows for the principled design of ML policies that
can directly optimize systems metrics like DT under write rate constraints, and quickly evaluate
the end-to-end impact of hypothetical improvements without the effort to implement them in
production or debugging unrelated production noise.

Rethink use of DRAM in flash caching. The typical use of DRAM is as a small cache
before [5, 21] (or after [96]) flash, with admission decisions made on DRAM evictions. When
Meta moved the admission policy from post-DRAM to pre-DRAM, there was surprisingly minimal
impact on end-to-end metrics such as hit rates or Disk-head Time. The initial motivation was
saving DRAM bandwidth, as this became a bottleneck with Admit-All rates near 500 MB/s (Table
3.1). The impact was small – while a DRAM cache may appear to absorb hits, it is simply stealing
them from the flash cache. Since DRAM eviction ages (a few seconds) are so much shorter than
flash (2+ hrs), almost every item worth caching needs to be in flash. Further, the write costs of
an item are proportional to its size, and any potential avoidance of flash writes is limited by how
small the DRAM cache is (2.5% of flash cache). Flexible placement of the admission policy
enables optimizations such as prefetching, which must be done prior to inserting into the topmost
cache. In summary, we need to find better uses for DRAM than simply adding it before a flash
cache as part of a hybrid cache.

9.8 Summary
In this chapter, we presented multiple studies showing features we considered but which ultimately
did not make it into Baleen. Leveraging our analytical model and simulators, we were able to
estimate the potential benefits of different approaches and discern which were the most promising
avenues to peruse.

A common thread in our explorations was that the benefit assessed from our proposals did
not always match our initial intuition. For every modification that resulted in an improvement,
there were many we tried which did not. While our intuition did improve over time, being able to
prototype quickly and cut off explorations at the analytical model stage before progressing to a full
implementation was always helpful.

We were also able to identify the limiting factors in the workloads that limited the benefit of
modifications (and conversely, what it would take to see benefits.)
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Chapter 10

Conclusions, lessons learned and future
directions

This dissertation proposes the following thesis statement:

ML flash caching policies can reduce total cost in bulk storage systems, but in order to
outperform heuristics in well-tuned production systems, they must have a flexible and principled
design that can adapt to diverse workloads.

In investigating this thesis statement, I conducted numerous studies in which I applied machine
learning (ML) to different areas of flash caching for bulk storage systems. I assessed the viability
of each application of ML to flash caching on real production workloads using my simulator
(BCacheSim) and a CacheLib testbed.

Outperforming heuristics in well-tuned production systems. Baleen represents a collection
of our best policies (ML admission and ML prefetching) working in concert to deliver a significant
reduction of 12% in backend load (Peak Disk-head Time) on 8 distinct clusters from 4 different
years, with 10 workloads in total. We benchmarked our policies against the time-tested heuristics
used in production and state-of-the-art ML baselines.

Reducing total cost in bulk storage systems. Baleen-TCO demonstrated a substantial
reduction of 17% of total costs based on our TCO (total cost of operation) formula, which
quantifies media costs, the largest cost component of bulk storage.

Principled approach to ML policy design. To help one understand what optimal looked like,
I developed the episode model and OPT, an approximation of optimal for flash admission.

I also established Peak Disk-head Time as the correct metric to use for evaluating flash caches
in bulk storage systems. In designing each application of ML, I used our analytical model to
determine upper bounds, then designed a episode-based optimal for label generation, followed by
training machine learning models to imitate the episode-based optimal.

Flexible design to adapt to diverse workloads. I evaluated strategies to mitigate the peak
with adaptive selectivity based on load levels, and evaluated Baleen’s performance under workload
drift over time.
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10.1 Lessons learned
Optimizing the wrong metric is an easy misstep: hit rate is not necessarily the right metric
for caching problems. We learned a painful lesson with our early ML policy attempts when
we took for granted that optimizing hit rate was correct because it was the unquestioned metric
for caching in both industry and academia. (Indeed, hit rate is so entrenched that some people
thought we were hiding something by not showing it.) Our initial prototypes for prefetching and
admission increased IO hit rate, but was actually worse for DT. To overcome this, we redesigned
our ML admission policy and introduced a prefetching confidence prediction (ML-When). Going
back to the drawing board to redesign our caching policies cost us an extra year, but it was a
valuable experience that gifted us Disk-head Time (a re-discovery), which was an elegant leap
from previous incremental approaches that tried to balance object hit rate and byte hit rate.

Finding a way to approximate optimal is key to ML for caching (and ML for systems). A ML
model can be no better than the training data given to it. Most ML models are supervised, and thus
a way is needed to generate (approximate) optimal labels for the ML policy to imitate in making
decisions. This dissertation presented such oracular models including OPT for admission and
OPT-Range for prefetching. This is also a boost for model introspectability, which is essential to
winning over systems practitioners given a widespread skepticism of ML in the systems community,
as well as for debugging. Being able to benchmark against an approximate optimal and to know
how much headroom is present before investing significant effort in developing a ML approach
has been very valuable.

ML-based caching should aim for encapsulation of ML, caching, and storage. Designing
bespoke ML for caching solutions requires coordination between ML experts (for model training),
caching experts (for integration), and the storage backend owner (for deployment and monitoring).
This involves one more area of expertise than most other ML for systems problems. There is no
clear path to single ownership of the problem, making it difficult to sustain over time. It is hard for
a service owner to prioritize spending engineering resources to aid the design phase of unproven
ML solutions. Baleen provides an analytic framework that ML experts could optimize DT on
without requiring caching expertise. Designing ML models around episodes makes it easier for
caching experts to reason about. Having the DT formula correspond closely to measured DT
(Fig 4.1) in production assures caching and storage experts that a reduction in calculated DT will
translate to a drop in disk utilization. Further, with setups that are tightly-coupled by hand and
not automatically, performance regressions may occur as systems and workloads change. Models
often performed the best when they were first deployed and slowly regressed over time even with
retraining using the same set of features. In contrast, Baleen was designed primarily using traces
from 2019 but also demonstrates improvements on traces from 2021, 2023 and 2024.

Making the right assumptions and approximations. The beauty of the episodes model is
in its decoupling of decisions that were formerly dependent on the cache state (and thus other
decisions that would affect cache contents). A single parameter (the assumed eviction age) was
sufficient to summarize the cache state for the most common eviction policies (LRU, FIFO). For
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prefetching, choosing the right granularity to make decisions at and determining that the segment
range was sufficient to capture most of the benefit (as opposed to working with the much larger
decision space of individual segments) was the right decision and approximation to make.

Data-driven development is especially important in ML for caching. I quickly learned the
importance of data-driven development and prioritization of possible improvements. In the
beginning, I eyeballed small samples of the trace in order to brainstorm possible modifications,
but later realized that the situations I observed, while interesting, were not necessarily common
enough to be worth solving.

Knowing which fidelity and context to develop in at the right time is key to making good
progress. We ended up with 4 contexts in which policies could be evaluated: the analytical
model, BCacheSim simulation, testbed CacheLib, and production CacheLib. There is a time
to work on something in the analytical model, a time to work on it in simulation, and a time
to work on it in CacheLib. A significant determinant of the velocity of research is influenced
by the art of choosing how much time to spend working on an improvement in the respective
contexts. Given the trade-offs between development velocity and testing fidelity, a funnel-shaped
pipeline is right: some improvements should be filtered out at the analytical model stage, and
some after simulations, with only simulation-proven policies making their way into the CacheLib
implementation. Looking back, for a number of studies, less time should have been spent at
the analytical model stage (where we figure out the maximum benefit) with more time at the
simulation stage (where we figure out the achievable benefit).

There is a time to evaluate a component in isolation, and a time to evaluate it end-to-end.
Getting prefetching to work required a delicate balance between both, particularly since prefetching
required a good admission policy to work, and admission by itself did not yield as much benefits
as expected.

10.2 Limitations: data, data, data

I discovered that data, rather than model architectures, was almost always the limiting factor in my
explorations.

Discriminative features from automatic mining of unstructured text data. Academics suffer
from not having enough rich features and longer traces, whereas the woe of industry practitioners
is having too many sources of features and not enough time to clean it up into a trace. Much of the
untapped signal lies in unstructured text data such as logs and tags, which is also the same data that
is difficult to satisfactorily anonymize for public release. One promising avenue are embedding
models that could be trained on the unstructured data and then used as a source of black box
features for other downstream models. Coming up with such intermediate representations [104]
was the original, grander vision of [105, 106]. The advent of large language models (LLMs) may
unlock hitherto untapped sources of features with much lower engineering effort than power. This

99



2024-08-19
DRAFT

would be helpful for applications such as the prediction of episode timespan, ML for eviction and
ML for prefetching-on-put.

Longer continuous caching traces to study drift. To understand gradual drift that takes place
on the timescale of multiple months, we would require a continuous trace that spans the full time
period. An important enabler to this would be an automatic trace collection pipeline that can store
multiple months of data, to avoid the need for manual collection and stitching together of traces.

10.3 Future directions
We discuss avenues for future research arising from the work in this dissertation.

Use of episodes in other caching work. Episodes can be used to model other caching problems,
and not just for admission and flash caching. Besides eviction policies, it could be used to modeling
problems of placement and tiering.

Use of Disk-head Time and variants in storage Despite its name, the use of the Disk-head
Time concept (where there is a constant setup time per access and a part that scales with bytes
transferred) can be extended to more than HDD-backed systems. In fact, the concept can be
extended to any situation where there are multiple tiers of storage and where there is a constant
setup time in fulfilling requests, including in the cloud. This includes cloud object storage (such as
Amazon S3 and Cloudflare R2), CDNs (content delivery networks), and storage hierarchies with
multiple types of flash. Another way to look at it is that Disk-head Time will be useful whenever
there is a need to optimize both object miss rate and byte miss rate.
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